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Introduction

The main means of obtaining meteorological data with the aid /3
of artificial earth satellites is presently television (TV) sur-
veying carried out in the visible and infrared (IR) regions. In

meteorological interpretation of TV and IR images, it is possible
to obtain data on the nature of the cloud cover in various geo-

graphical regions, and, indirectly, taking into account that cloud

cover is a unique indicator of the state of the atmosphere, it is
also possible to obtain an idea on the type of synoptic processes

for the corresponding sections of the atmosphere and even values
of individual meteorological elements (wind, atmospheric humidity,
etc.).

The main stage of meteorological interpretation of TV and IR

images is recognizing clouds and open sections of the earth's
surface on photographs with subsequent determination of cloud cover
characteristics: their number, predominant forms, and meso- and

macrostructures. The interpretation procedure includes the techni-
cal operations of sorting the photographs, time and geographic
control matching of them, as well as mapping the results of interpre-
tation in the form of charts (nephanalysis).

Nephanalysis is presently carried out manually. Automated
elements are encountered only when performing the technical opera-
tions indicated above. With respect to the main operation--
recognition of cloud cover--it is accomplished by visual inspection
of the TV and IR photographs by a meteorologist interpreter. The
enormous and continuously increasing volume of incoming meteorolog-
ical satellite TV and IR photographs, with the necessity of process-
ing them within extremely compressed deadlines, leads to a reduc-
tion in the quality of visual nephanalysis. Its subjectivism is
great. Nephanalyses performed by different meteorologist interpre-
ters are hard to compare. The presence of appreciable errors in
nephanalysis due to slips of the pen, etc., is typical.

In this regard, objectification and automation of all process-

ing and interpretation of photographs to reduce the number of per-
sonnel engaged in this work, to reduce processing time, to eliminate

the gross errors of nephanalysis, and to standardize its results
are of interest. In posing this problem, one should take into ac- /4
count that the mechanism of visual perception and recognition of
patterns by man is extremely complicated and has been barely
studied. It is presently difficult to count on modelling of this
mechanism in its entirety with the aid of some technical facilities.

During:the first stage it is feasible to investigate the theoretical
possibiftties of creating an automated system for processing and

analysis of TV and IR photographs coming from meteorological satel-
lites. Proof of the possibility of even partial solution of this
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problem would be a major achievement, because the "objectivity"
of machine nephanalysis and the fact that cover data are immediate-
ly distributed in the computer storage in an ordered form in a
specific manner indicate that the main beneficiary of such
nephanalysis would be numerical analysis schemes and weather
forecasting. With respect to synoptic methods, especially for
purposes of regional and local weather forecasting, machine neph-
analysis can probably compete with visual analysis in this -field
to a limited extent.

The given paper summarizes four years of research into the
possibilities of utilizing satellite TV photographs of the earth
for tracking cloud cover. These investigations included the follow-
ing main stages:

- study of the space-time variability of cloud cover to deter-
mine the requirements on the satellite system for tracking the
earth's cloud cover and for analyzing the quality of satellite data
on cloud cover;

- analysis of TV equipment as a means of tracking cloud cover
from space;

- development of techniques for visual interpretation of cloud
cover from TV and IR photographs of the earth;

- investigation of the possibilities of automated processing
and analysis of TV and IR photographs.

The main method of investigation was mathematical-statistical.
The abundant experience accumulated in aerial surveying was used
in developing techniques of visual interpretation. New mathematical
equipment for pattern recognition was employed to solve the problem
of automating interpretation.

Besides the author, I. S. Solov'yeva, L. M. Soskin, and V. V.
Ro2anov, colleagues of the Department of Investigations on Satel-
lite Meteorology of the Hydrometcenter of the USSR, participated
in the investigation. Results obtained by colleagues of the Hydro-
metcenter of the USSR L. G. Mizina, M. G. Nayshuler, V. I. Solo-
v'yev, I. S. Khandurova, and T. A. Yakovleva, as well as my students
of the Department of Meteorology and Climatology of the Faculty
of Geography of Moscow State University, were used in some sections
of the investigation. The author expresses deep gratitude to all
of them.
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Chapter 1
TELEVISION SURVEYING OF THE EARTH'S

,CLOUD COVER FROM SPACE

1. The Television Equipment of Meteorological Satellites /5*

The sources of'meteorological data of observation of the earth

from space are spatial, temporal, and angular variations of radia-

tion intensity, reflected or emitted by the earth-atmosphere system
in different regions of the electromagnetic spectrum. Technically,

the simplest and mos.t physically descriptive method of using these

.-data is-tracking of cloud cover by qualitative recording'of the

spatial variations of reflected solar radiation intensity in the

visible region of the spectrum, where the amount of radiation
--energy is sufficientlyi great to record comparatively small-scale

inhomogeneities: of the radiation field with an acceptable signal-

,to-noise ratio.. The possibility itself of detecting cloud cover

is related in this case to the fact that the more significant

brightness contrasts in the reflected radiation field are usually.

related to the edges of clouds and the open sections of the earth's

surface. 1  Of course, brightness differentiation of the clouds

themselves, and in particular of the open sections of the earth's

surface, may be.just:ias great., and sometimes even greater. There-

fore, reliable recognition of clouds on the background of the

earth's surface is related to use of the structure (pattern) of

the brightness homogeneities of. the reflected radiation field as

a recognition feature, Hence, the desire to track as many as pos-
sible of the small details of the radiation field is understandable.

In order to track cloud cover on the earth's night side, it

is preferable to employ measurements of the earth's thermal radia-

.tion intensity in those spectral ranges where the cloudless atmo-

sphere has a comparatively negligible effect in transforming the
radiation traveling upward from the earth's surface and cloud tops. /6
Since the amount ofeenergy in this case is much less than when

using the visible portion of the daytime spectrum, small-scale

details.of the radiation field are lost in noise and only suffici-

ently large.cloud formations can be successfully recorded.

Unlike the case of daytime cloud surveying in the visible

range:, the possibility of detecting clouds in thermal surveying is

Numbers in the righthand margin indicate pagination of foreign text.

'Here and henceforth, when speaking about the "edge of clouds and

open sections of the earth's surface", we will have in mind the

boundary between the images of these objects on the photograph.



related to the fact that comparitively large thermal contrasts are
associated with the boundary between a cloud and the earth's open
surface [28,34].

Radiometers, photographic cameras, and television cameras are
suitable as instruments for recording the variation of the reflected
radiation field. The cloud cover pattern may be inspected directly
by the observer meteorologist onboard the spacecraft or orbital
station. Since daily tracking of cloud cover over large areas is
required for operational purposes, and since these data also should
be delivered to the forecasting centers within short deadlines, the
most suitable of the enumerated observation facilities are radiome-
ters and television cameras. Photographic surveying of clouds from
space may be exceptionally useful for scientific research purposes,
since the number of space photographic images of the earth is prac-
tically limited, and those which are obtained are not of operational
use when delivered to the forecasting centers.

Attempts to track cloud cover were the first meteorological
experiments conducted in space [112,116,128,132]. However, substan-
tial results were obtained only after launching of the Tiros satel-
lite in 1960 [121] which carried two transmitting TV cameras.
Subsequently, onboard television cameras for daytime cloud
surveying became standard equipment on meteorological satellites.
The technical parameters of the camera itself and its optical sys-
tem naturally changed as experience was accumulated in meteoro-
logical interpretation of the images obtained and in development
of space television techniques (Table 1). Thus, now with the trans-
mitting TV cameras, which perform continuous tracking of cloud
cover over large areas (the world's first experiment of this type
was carried out in 1966 on the Molniya-l satellite [11,73]), mechan-
ical television systems are employed on satellites, i.e., those
devices in which a photomultiplier having a small angle of view
corresponding to a single element of the photograph is used instead
of a transmitting TV camera, and a complete photograph is obtained
by mechanical shifting of the photomultiplier with respect to the
observed region of the earth (image scanning) [169].

Mechanically scanning television systems are also used in
Soviet and U.S. meteorological satellites to track cloud cover on
the earth's night side by its thermal emission in the infrared
region of the spectrum [10,21,22].

The Soviet Union and United States now regularly launch mete- /7
orological satellites for operative tracking of cloud cover with
the aid of television surveying in the visible and infrared regions
(the Meteor, ESSA, and NOAA systems). The Cosmos and Nimbus mete-
orological satellites, designed for scientific research purposes,
are also equipped with television cameras. A list of all satellites

2



launched up to the present and equipped with television systems

for tracking cloud cover is presented in Tables 1 and 2.

Let us consider those characteristics of the television systems

of meteorological satellites which determine the quality of the

cloud cover images obtained. The main parts of such systems are:

the onboard equipment, including the optical head,'the photo-

electric converter (photomultiplier, bolometer, or transmitting TV

camera), devices for amplification and conversion of the electrical

signal, often but not compulsory a block for intermediate collection

of data onboard the satellite, a radio transmitter, a ground system
including a radio receiver, devices for amplification and conversion

of the electrical signal, a photorecorder, and facilities for photo-

chemical processing of the results of recording the television pic-

tures. ' In addition, the ground portion includes equipment for storage

of the electrical signal on magnetic tape, video monitoring devices,
and facilities for the main parts of the ground television equipment
(Fig. 1).

The luminous flux impinging from the observed object on the
receiver portion of the photoelectric converter is projected with

the aid of the optical head; in this case two essentially different

approaches to solution of this problem may be distinguished: frame-

by-frame and element-by-element projection.

In the first case (Fig. 2) an objective with an angle of view

sufficient for simultaneous projection of an image of a rather large
section of the earth's cloud cover onto the photoelectric converter

is used as the optical head. The shape and dimensions of the sec-

tion may be different depending on what kind of cloud'formations

(large- or small-scale) are being studied on the photograph; for

operational purposes an attempt is usually made to increase the area

of this section to thousands of kilometers in cross-section, and
its shape is assumed to be square for optimum use of the capabili-

ties of the photoelectric converter, which in frame-by-frame pro-

jection is a transmitting television camera having a circular re-

ceiving part. The set of sequential frames provides a representa-

tion of the cloud cover distribution along the flight path of the

satellite.

In the second case (Fig. 3) the objective or the device re-

placing it has such a small angle of view (usually about 10 or less)
that at each moment of time the photoelectric converter, which is

a phPtomultiplier or bolometer, can respond only to medium radia-

tion intensity within the range of the angle of view of the optical /9

head. The image of the entire observed section of cloud cover is

formed by visual inspection of it during scanning.

3
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for tracking cloud cover from a meteorological satellite.

66 7
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' 0 12

to synoptic b

Fig. 1. Schematic block diagram of a television system designed
for tracking cloud cover from a meteorological satellite.

Onboard equipment: 1- optical head, 2- photoelectric converter,
3- solar elevation and satellite space orientation sensor, 4- de-
vices for amplification and conversion of the TV signal, 5- device
for intermediate storage of data onboard the satellite, 6- device
for recording the times of surveying and functioning of the on-
board TV equipment, 7- radio transmitter, 8- device for control
and monitoring of onboard equipment operation, 9- radio transceiver.
Group equipment: 10- radio transceiver, 11- device for monitoring
and programming the operation of the onboard TV equipment, 12- radio
receiver, 13- devices for amplification and conversion of the TV
signal, 14- device for intermediate storage of data, 15- photoelec-
tric converter, 16- photorecorder, 17- photochemical proces.sor,
18- devices for monitoring and adjusting of ground TV equipment.
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Fig. 2. Diagram of television tracking of cloud cover
in frame-by-frame surveying.

1- shutter, 2- objective, 3- transmitting TV camera.

Fig. 3. Diagram of television tracking of cloud cover
in element-by-element surveying.

1- tilting (rotating) mirror, 2- objective, 3- photomultiplier
(bolometer).

The photoelectric converter (transmitting television camera,
photomultiplier, or bolometer) is the most important integral part
of. the television system, which determines to a great extent the
qualitative indices of the photographs obtained. If a television
camera is used, the process of generating the electrical signal, /20
characterizing the image (the video signal), consists of the follow-
ing stages [10,55].

5



Table 1. U.S. satellites launched to track cloud cover with the aid of television systems.

Orbital Orbiting Spectral
Altitude, km inclination, period, sensitivity,

Name of satellite Launch date deg. min. Pm
apogee perigee

Vanguard-II 17 Feb. 1959 3380 628 32

•.. The Tiros scientific research series ...

Tiros-1 1 April 1960 740 695 48.4 99.0 0.5-0.75

Tiros-2 23 Nov. 1960 730 628 48.5 98.0 0.5-0.75

Tiros-3 12 July 1961 817 740 47.9 100.0 0.5-0.75

10



Table 1 (continued)

Television system parameters

Type o J
U3a oa -a ,

of a o H -o
Srd 0 rd r d ' P

sensor W 0 U oemar0 r H W -H 4-3 Remarks
of the satellite differed from the cd alculated

basis of the measurements. k

2 photo- 3x3 1800x1800 1800 DT-ST The Scanning was achieved by rotating the satel-

elements lite around one axis. The actual orientation

of the satellite differed from the calculated

orientation; therefore it was impossible to

reproduce the cloud cover pattern on the

basis of the measurements.
of the frames showed the eThe Tirs scientific research seriesarth's horizon. Sur-

1 vidicon 3x3 18 00x1800 1800 DT-ST The satellite was oriented by rotation around

1 vidicon 0.3x0.3 18 0x1 8 0 180 DT-ST a single axis, which was directed along the
earth1s radius, when the satellite is passing
over at 330 north latitude. The optical axes

of the cameras are aligned along the rotational

axis, due to which surveying at the nadir was
carried out in the region of 300 north latitude
and was perspective to the north and south. Some
of the frames showed the earth's horizon. Sur-

veying was carried out in a series of 32 frames
1 vidicon 3x3 1800x1800 1800 DTST each by only one camera or alternately by both
1 vidicon 0.3x.3 180x180 180 DT-ST cameras.

1 vidicon 3x3 1800x1800 1800 DT-ST The satellite was designed for detection of
1 vidicon 3x3 180x1800 1800 DT-ST tropical cyclones; therefore, it was equipped

with two identical TV cameras to increase the
operational lifetime. Surveying was conducted
in a series of 48 frames each.



Table 1 (continued)

Spectral
Altitude, km Orbital Orbiting sensitivity,

inclination, period,Name of satellite Launch date minclination, period,apogee perigee deg. min.

Tiros-4 8 Feb. 1962 844 710 48.3 100.0 0.5-0.75

Tiros-5 19 June 1962 970 592 58.1 100.0 0.5-0.75

Tiros-6 18 Sept. 1962 710 685 58.3 99.0 0.5-0.75

Tiros-7 19 July 1963 647 621 58.2 97.0' 0.5-0.75

Tiros-8 21 Dec. 1963 750 703 58.5 99.0 0.5-0.75

Tiros-9 22 Jan. 1965 2579 701 96.4 119.0 0.5-0.75



Table 1 (continued)

Television system parameters

o$-4 b* $o0 v.bDi 0 rd

$4 0

Type 19.1 43 En

sensor cj 0 .b rA o"

Sr S a a .0 Remarks

&I_ A_ _ N4 _ __1 _ _ _

1 vidicofi : 3x3 1800x18 00 I1800 DT-ST A camera with intermediate terrain coverage

1 vidicon "1.6x1.6  900 900 DT-ST was designed to solve the problem of select-

1 vidicon 3x3 1800x18 00 1800 DT-ST ing the optimum parameters of the television

1 vidicon 1.6x1. 6  900 900 DT-ST equipment for meteorological satellites.

1 vidicon 3x3 1800x1800 1800 DT-ST

1 vidicon 1.6xi. 6  900 900 DT-ST

1 vidicon 3x3 1800x1800 1800 DT-ST

1 vidicon 3x3 1800x18 00 1800 DT-ST

1 vidicon 3x3 1800x 800 1800 ST Tests of the TV equipment for. direct trans-

1 vidicon 2x2 1100xll00 1100 DT mission of photographs to simplified ground

receiving terminals (APT).

1 vidicon 3x3 1800x1800 1800 ST Testing of a new system of orientation of

1 vidicon 3x3 1800x1800 1800 ST rotation around an axis directed perpendicu-

lar to the orbital plane. The axes of the

TV cameras were directed perpendicular to

the rotational axis, so that the scheduled

photographs of the cloud could be made alter-

nately. The satellite's orbit was helio-

synchronous, i.e., the satellite passes over

every point on the earth at the same time of

day. Tiros-9 was the .prototype of the opera-

tional ESSA satellites. The orbit is uncalcu-

lated.

N~



- Table 1 (continued)

Altitude, km Orbital Orbiting Spectral
inclination, period, sensitivity,

Name of satellite Launch date apogee perigee degree min. um

Tiros-lO 1 July 1965 834 739 98.6 101.0 0.5-0.75

ESSA operational series ...

ESSA-1 3 Feb. 1966 838 699 97.9 100.2 0.5-0.75

ESSA-2 28 Feb. 1966 1411 1353 101.4 113.5 0.5-0.75

ESSA-3 2 Oct. 1966 1485 1383 101.1 114.6 0.5-0.75
ESSA-4 26 Jan. 1967 1439 1323 102.0 113.4 0.5-0.75



Table 1 (continued)

Television system parameters

of I Rmaurks
sensor a

260 s) TV cameras are aligned at an angle of26.5 from the nadir tothe right and left of

and was designed for collection of global data

Typeon cloud cover. 12 photos are taken per orbit.

of photographs tosimplified receiving sta-

sensor located at any point on earth. Alternately

operating TVcameras (at an interval of 352 s)

1 vidicon 3x3 180x0 1800 ST provLaunching ofverappingthe ESSA prototype into the

1 vidicon 3x3 18x 8 rocessing. 1800Each ST calculated orbit

... lutions ESSA operational seriesin mean latitudes.

2 vidicons 2.3x2.5 28900x2800 2800 ST The axes of the alternately operating (every
260 s) TV ca2eras are aligned at an angle of

26.50 from the nadir to the right and left of

the flight path of the satellite at the moment

of surveying'. The satellite is heliosynchronous

and was designed for collection of global data

on cloud cover. 12 photos are taken per orbit.

2 vidicons 4.0x4.0 3350x3350 3350 DT A satellite for direct transmission of cloud
cover photographs to simplified receiving sta-

tions located at any point on earth. Alternately

operating TV! cameras (at an interval of 352 s)

provide overlapping surveying which permits

stereoscopic processing. Each ground station may

receive 3 sequential photos during 1 revolution.

Photos may be received from 3 sequential revo-

lutions in mean latitudes.

2 vidicons 2.4x2.4. 1900x1900 3300 ST.

2 vidicons ,4x4 3350x3350 3350 DT
H I '



Table 1 (continued)

Altitude, kmi Orbital Orbiting Spectral
inclination, period, sensitivity,

Name of satellite Launch date apogee perigee deg. min. lm

ESSA-5 20 April 1967 1475 1382 101.9 113.5 0.5-0.75
ESSA-6 10 Nov. 1967 1484 1406 102.0 114.8 0.5-0.75
ESSA-7 16 Aug. 1968 1470 1430 101.7 114.9 0.5-0.75
ESSA-8 5 Jan. 1968 1461 1413 101.9 114.6 0.5-0.75
ESSA-9 26 Feb. 1969 1506 1421 101.8 115.2 0.5-0.75

Nimbus scientific research series ..
Nimbus-l' 28 Aug. 1964 933 430 98.3 98.6 0.5-0.75

0.5-0.75
3.7-4.2

Nimbus-2 15 May 1966 1113 1108 98.0 108.1 0.5-0.75
0.5-0.75
3.7-4.20

Nimbus-3 14 April 1969 1113 1108 99.9 107.4 0.5-0.75
0.5-0.75
3.7-4.20

Nimbus-4 8 April 1970 1108 1092 99.9 107.2 0.5-0.75
0.5-0.75
3.7-4.20



Table I (continued)

Television system parameters

II I1

o a rdI 0 o

.o mm! Re

of p " o4 ...

I *bflrd ) W O

2 vidicons 2.4x2.4 1900x900 3300 ST

2 vidicons 4x4 3350x3350 3350 DT

2 vidicons 4x4 3350x3350 3350 DT

2 vidicons 4x4 3350x3350 3350 DT

... Nimbus scientific research series ***

3 vidicons 0.8x0.8  750x750 2500 ST A satellite with 3-axis orientation (the accuracy

1 vidicon 3.5x3.5 2500x2500 2500 DT of orientation is ±10 in roll and pitch, ±20 in

1 radiome- 7x7 2400 DT-ST yaw), an improved system of 3 simultaneously op-

ter erating TV cameras for scheduled surveying of a

strip whose width is adequate for solid coverage

of the earth without breaks between adjacent revo-

lutions. The satellite is heliosynchronous. Equip-

ment was tested for nighttime surveying of clouds

in the near infrared "transparency window". The

orbit is uncalculated.

3 vidicons 0.8x0.8 750x750 2500 ST

1 vidicon 3.5x3.5 2500x2500 2500 .DT

1 rad. 7x7 - 2400 DT-ST

3 vidicons 0.8x0.8 )750x750 2500 ST

1 vidicon 3.5x3.5 2500x2500 2500 DT

1 rad. 7x7 - 2400 DT-ST

3 vidicons 0.8x0.
8  750x750 2500 ST

1 vidicon 3.5x3.5 2500x2500 2500 DT

.1 rdiome- Tx7 2400 DT-ST

ter



Table 1 (continued)

Altitude, km Orbital Orbiting Spectral
inclination, period, sensitivity,

Name of satellite Launch date apogee perigee deg. min. um

...ATS scientific research series...
ATS-1 6 Dec. 1966 36,888 35,880 0.23 1446 0.5-0.75

ATS-2 6 April 1967 11,180 186 28.4 220 0.5-0.75

ATS-3 5 Nov. 1967 35,880 35,772 0.4 1440 Color pictures

(blue, yellow,
red)

0.5-0.75



Table 1 (continued)

Television system parameters

sensor ' Remarks

0rd Wd OH

of 4 aN

•, A ) o dr o (a -i P RP

... ATS scientific research series ...

1 radiome- 3x3 30% of the - DT The satellite is geosynchronous and stationary

ter earth's above the equator at 1510 W longitude. Scanning

surface is accomplished by rotation of the satellite (line

scanning) and by rotation of a mirror in the radi-

ation sensor (frame scanning)' the image of the

earth's entire visible disc is obtained within 22

min., and the frames continuously overlap each other,

which makes it possible to observe the motion and

evolution of clouds.

1 vidicon 0.9x0.9 .900x900 - DT A satellite with 3-axis orientation in an inter-

1 vidicon 18x18 the entire - DT mediate altitude orbit. The actual orbit is uncal-

visible disl culated.

of the eartl

1 radiom. 3.5x3.5 30% of the - DT The geosynchronous satellite is located at 57
0 W

earth's longitude and is equipped with a mechanically scan-

surface ning TV with 3 light filters for spectrozonal sur-

veying, which essentially makes it possible to esti-

1 dissector 6 .2x6 .2 3000x3000 - DT mate the altitude of clouds. One color photograph is
made every 28 min. Surveying is carried out continu-

ously all day. The TV camera (dissector) is used to

transmit the cloud images to the simplified ground

station.



H Table 1 (continued)

Altitude, km Orbital Orbiting Spectral
inclination, period, sensitivity,

Name of Launch date apogee perigee deg. min. 1m
satellite

ATS-4 24 July 1968 787 218' 29.0 94.6 0.5-0.75

ATS-5 12 Aug. 1969 36,894 35,760 2.6 1463.8 0.5-0.75

Aitos-l 23 Jan. 1970 1476 1432 101.8 115.2 0.5-0.75
0.5-0.75

10.0-11.0

NOAA-I 11 Dec. 1970 1472 1422 101.9 114.8 0.5-0.75
0.5-0.75

10.0-11.0

(D



Table 1 (continued)

Television system parameters

O-H I Cl

Sa Remarks

sensora a) - a 0.Id Ir, Cd
Type r. 4) 0 a) .4 k 4

tor was unsuccessful.

i dissec- 6.2x6.2 3000x3000 - DT Quasi-geosynchronos satellite with 3-axis orien-

tor tation.

2 vidicons 3x3 3300x2200 3300 DT, Newi operational satellite with 3-axis orientation

2 vidicons 3x3 :3300x3300 3300 ST (with an accuracy of ±10), designed for collection

1 radiome- 3x3 - 4000 DT-ST of data on cloud cover on a global scale and to

ter (daytime) serve local users at simplified ground stations.

6x6 In the DT and ST modes 11 TV photographs with 30%

(night) overlapping are made during each revolution. Infra-

red surveying is carried out both day and night.

2 vidicon . 3x3 3300x2200 3300 iDT The same.

2 vidicons 3x3 3300x3300 !3300 ST

1 radiome- 3x3 . 000 DT-ST

ter (daytime)
6x6

(night)



00 Table 2. Soviet satellites launched for tracking cloud cover with the aid of television systems.

Altitude, km- Orbital Orbiting Spectral

inclination, period, .sensitivity,
Name of satellite Launch date apogee. perigee deg. min. . U

Molniya-1 18 May 1966 39,300 538 65 720 visible

The Cosmos scientific research series

Cosmos-122 25 June 1966 625 65 97.1 visible

Cosmos-144 28 Feb. 1967 636 60o 81.2 96.9 visible
8-12



Table 2 (continued)

Television system parameters

-I I

of 0 "a
f o a, Remarks

sensor , 0 H ' o

Type 0 -H 0

r o > IdRemrks
sensor t, II "4>% hD -1 0

1 vidicon -. - DT Asatellite in a.strongly extended elliptical

orbit with 3-axis orientation, not specially de-

signed for meteorological.observations. The.TV

camera is equipped with changeable light filters

for photographing under various lighting condi-

tions and with 2 changeable 'objectives which pro-

vide coverage of the entire visible disc of the

earth over the entire range- of orbital altitudes

of the satellite. Surveying with the aid of a

narrow-angle objective provides a more detailed

cloud cover pattern. The resolution of the images

is about 20x20 km2 . Surveyinlg may be carried out

continuously for several hours while the satel-

lite is located in the ,zone of radiovisibility

of the ground:receiving station. The surveying

mode may be changed by operational commands from

the ground Station. The experiment was carried

out only on Molniya-l launched on 18 May 1966.

The Cosmos scientific research series

2 vidicons 1.25xl.25, 840 ST The Cosmos-122 satellite was the prototype for the

1 radiom. 15x15 1000 ST Meteor satellite system with 3-axis orientation

2 vidicons 1.25x1.25 480x480 960 ST (±10), two alternately operating TV cameras track

1 radiome- 15x15 - 1100 ST daytime cloud cover, and the mechanically scanning

ter radiometer -is used for surveying clouds day and night.



r Table 2 (continued)

Altitude, km Orbital Orbiting Spectral
inclination, period, sensitivity,

Name of.satellite . Launch date apogee perigee deg. min.

Cosmos-149 21 March 1967 297 248 48.8 89.9 visible

Cosmos-156 27 April 1967 635 593 81.2 97.1 visible
8-12

Cosmos-184 25 Oct. 1967 635 81.2 97.1 visible
8-12.

Cosmos-206 14 March 1968 630 598 81.2 97.1 visible
8-12

Cosmos-226 12 June 1968 650 603 81.2 96.9 visible
8-12

The Meteor operational system

Meteor-i 26 March 1969 713 644 81.2 97.9 visible
8-12

Meteor-2 6 Oct. 1969 690 630 81.2 97.7 visible
8-12

Meteor-3 .- . 17, March .1970. 643 555 81.2 96.4 visible
8-12



Table 2 (continued)

Television system parameters

I rq I H
0 0 1 I) p 4 I I I(

sensor o ..d o 0

)1 vidicon 0.3x0.3 Ox0 0 DT

ter tem, their orbital planes were mutually perpen-

evolution of cloud cover in separate regions of

a t an interval of about hours
Type1 radiom. 15x5 - 0 ST

sensor b) z r. Remarks

1 vidicon 1.253x.3 25 480x0 14960 DT

2 vidicons 1.25xl.25 480x480 960 ST The Cosmos-156 satellite, together with the

1 radiome- 15x15 - 1100 ST Cosmos-144 comprised the experimental Meteor sys-

ter tem, their orbital planes were mutually perpen-

dicular, which makes it possible to track the
evolution of cloud cover in separate regions of

the earth twice during the day and twice at night
at an interval of about 6 hours.

2 vidicons 1.25xl.25 480x480 960 ST

1 radiom. 15x15 - 1100 ST

2 vidicons 1.25xl.25 480x480 960 ST

1 radiom. i5x15 - 1100 ST

2 vidicon 1.25x1.25 480x480 960 ST
1 radiome- 15x15 - 1100 ST

ter

The Meteor operational system

2 vidicons 1.25x1.25 48 0x480 960 ST All Meteor satellites are equipped with identical

1 radiom. 15x15 - 1100 ST television systems for cloud surveying night and

2 vidicon 1.25x1.25 480x48Q 960 ST day in the visible and infrared regions similar

1 radiom. 15x15 - 1100 ST *to the systems of the Cosmos-122, 144, 156, 184,

2 vidicons 1.25x1.25 48 0x4 80 960 ST 206, and 226 satellites.

r 1 radiom. 15x15 - 1100 ST

IN



ru Table 2 (continued)

Altitude, km Orbital Orbiting Spectral
inclination, period, sensitivity,

'Name of satellite Launch date apogee perigee deg. min. Pm

Meteor-4 28 April 1970 736 637 81.2 98.1 visible
8-12

Meteor-5 23 June 1970 906 863 81.2 102.0 visible
8-12

Meteor-6 15 Oct. 1970 674 633 81.2 97.5 visible
8-12

Meteor-7 20 Jan. 1971 679 630 81.2 97.6 visible
8-12

Meteor-8 17 April 1971 646 620 81.2 97.2 visible
8-12

Meteor-9 16 July 1971 650 618 81.2 97.3 visible
8-12



Table 2 (continued)

Television system parameters

Type aa o k d

."a o IE-

Osensor o ad c n

1 radiom. 15x5 - 0 ST

1 radiom. 15xl5 - l00 ST

2 vidicons 1.25xl.25 680xh80 960 ST

1 radiom. 15xl5 - 0 ST

2 vidicons 1.25xl.25 (80xh80 960 ST

1 radiome- 15x5 - 1100 ST

ter

se3nsr Cd rd $4 rd C

-I-'

H vii~s12x.5 4 4 o 96 S

2 tiioer .5125~8x8O 90 S

rado. 1x5 10 S



An electrical potential whose value at each point is related
to the illumination intensity of this point by the luminous flux
is generated upon exposure on the light-sensitive surface of the
television tube. The light-sensitive surface is not ideal in the
sense that, first, the potential value is randomly dependent on
illumination intensity, secondly, the dependence of the potential
on illumination intensity varies over the field of the light-sensi-
tive surface and, third, the values of the potentials created in the
vicinity of the point affect the potential value at each point.
The signal formed in the transmitting television camera generally
has no so-called measuring properties, i.e., the brightness of the
corresponding section of the observed object cannot be assessed by
the value of this signal. Moreover, there are transmitting tele-
vision tubes (dissectors) which permit measurement of the brightness
of the object in absolute units. They are-distinguished by compara-
tively large dimensions and power consumption, sensitivity and-
vibrations, and by some other technical deficiencies, which the
"vidicon", used on both the Meteor and on the American meteorologi-
cal satellites, do not have. Therefore, dissectors have not yet /21
been used on operational meteorological satellites. We also note
that the transmitting television tubes (orthicons .and superorthicons)
have such high light sensitivity in the visible region of the spec-
trum that they may be used for tracking cloud cover on the night
side of the earth in moonlight and starlight. A disadvantage
of these tubes is the halo surrounding the contrast details
of the image. In single-element photoelectric converters, the
absoluteness of brightness measurements is considerably easier
to provide than in tubes, because there are no distortions in the
image field.

The next step in formation of the electrical signal, character-
izing the image, is readout of the electric potential from the re-
ceiving surface of the tube with the aid of a narrow electron beam.
The potential drops on the receiving surface modulate the electron
flow, which also leads to formation of a temporal signal character-
izing the image. The television image is quantized into lines
whose width is determined by the size of the "spot" aperture of
the electron beam impinging on the receiving surface during readout.
The number of lines per television frame determines the clarity of
the received television image at right angles to the lines and with /26
consideration of the area encompassed by t.he frame on the terrain
and its spatial resolution. The signal is usually intermittent
within the limits of the line. Moreover, because of the finite
dimensions of the aperture of the reading electron beam and "spread-
ing" of the electrical potential on the light-sensitive surface of
the tube, image clarity along the line is also limited. However,
in .some television systems the signal. is quantized in the line as
well, and sometimes it is also quantized by level. In particular
the latter possibility is employed in mechanically scanning infrared
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television systems of the Meteor, Nimbus, and Aitos meteorological
satellites, where a digital system is used for transmitting the
television signal to earth.

in mechanically scanning television systems, the second stage
of signal formation, described above for the transmitting tube,
is absent, and the electrical current generated in the radiation
detectoris amplified immediately due to the effects of the imping-.
ing radiation , and it is subsequently converted similar to the trans-
formations which occur in the system with a transmitting television
camera in the third stage. The purpose of these conversions is to
transmit the signal characterizing the image to earth' in the maximum
undistorted form and to ensure reconstruction of the image from this
signai in the ground portion of the system.

2. The Main.Qualitative Indices of the Television Image

The possibilities of meteorological interpretation of television
images of the earth, obtained with the .aid of meteorological satel-
lites, are determined by the degree of agreement of these images /27
to their original,'which in turn depends on the parameters of the
television equipment used. Essentially, the capabilities of each
specific television system are assessed by its qualitative indices,
which may be divided into two groups.

1. Optical indices: spectral sensitivity, the number of re-
producible brightness gradations, and the homogeneity of their re-
production on the image field, as well as image clarity.

2. Geometric indices: the dimensions and format of the frame
and its terrain coverage, nonlinear and geometric distortions, and
terrain resolution and its variations in the frame field.

..Spectral sensitivity is an important characteristic which de-
termines the rangeof application of the television system. As
already mentioned, the visible portion of the spectrum (sometimes
only the yellow-red portion) and the "transparency window" of the
atmosphere in the infrared portion of the sDectrum-3.7-4.2 and
8-12 pm-are used for' television tracking of clouds in meteoro-
logical satellites.

Selection of a given spectral range is determined by the
values of the brightness contrasts between the cloud images and
various types of ground surface. The greater the contrast the
more favorable is the corresponding spectral range for surveying.
However, investigations [83-85,99] have demonstrated that there is
no such range in whose radiation intensity a cloud could be clearly
distinguished from other types of ground surface:. The use of spec-
trozonal or color surveying for this purpose is also of little use. /28
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Therefore, the rather .wide ranges of spectral sensitivity indicated

above at least have the advantage that they contain much energy,
at the same time providing a rather high image resolution.

The equipment is constructed so as to ensure receipt of suffi-

ciently high-quality photographs over the entire range of possible
values of radiation intensity from the earth-to the satellite in

these spectral ranges. Different means from variable signal ampli-

fication factor to changes of exposure time, and replaceable light
filters and diaphragms are used for this. The former is usually
employed for mechanically scanning systems (the IR of Meteor, the
IR of Nimbus, and the TV of Aitos). The variation of the "amplifica-

tion factor" is accomplished through the feedback circuit as a
function of the average signal value. The latter methods are employed
for systems with transmitting cameras (interchangeable diaphragms--
the TV of Meteor, Tiros, ESSA, Aitos, and Nimbus, and interchange-
able light filters--the TV of Molniya-l). The diaphragms are inter-
changed by signals from the solar elevation sensor, and,.the light
filters are interchanged by commands from the ground receiving
station and from image analysis.

According to the reflectivity of clouds and the earth's sur-
face [33],.the decrease in the brightness

= B /B. (1.1)max mi n

of objects, simultaneously falling within the field of view of the
television camera, has an order of 10, reaching an order of 102 in
individual cases. At the same time the similar contrast on the
phototelevision picture never exceeds an order of 10, so that for
this reason identical visual perception of the clouds themselves
and their television images may not be achieved.

Compared to the original, the television image is characterized
not only by a smaller brightness range, but by a fewer number of
distinguishable shadows of grey tone (brightness gradations). In
visual perception of objects, the number of distinguishable grada-
tions is determined only by the contrast sensitivity of the eye

k B1 - B 2  (1.2)
B1 v B 2 '

B 1 and B2 are the brightnesses corresponding to the different shades
of grey. For the human eye the contrast sensitivity comprises an
average of 0.02-0.03, which in the observed brightness range of
clouds and the earth's surface makes it possible to distinguish up
to 100 gradations. The contrast sensitivity of meteorological satel-
lite television systems, which is determined mainly by the parameters
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of the photoelectric converter, is much lower. A test pattern
or test signal, which creates an image in the form of a number of
strips of different brightness on the reproducing screen of the /29
television system, is usually employed to estimate contrast sensi-
tivity. The test original is such that the brightness of the strips

is perceived by the eye as uniformly varying. They are counted by
the Weber-Fechner law. According to this law, visual perception of

brightness variation is determined by brightness contrast (1.2),
and in order that the brightness of the strips seems to be uniformly
varying to the eye, the ratio of the brightness of adjacent strips
should be constant. For a test pattern having ten strips, these

brightnesses (or rather the brightness factors of the strip) are
assumed to be equal to 1.00, 0.675, 0.455, 0.309, 0.214, 0.141
0.090, 0.064, 0.043, and 0.029. In examining the tele-
vision image of this test pattern, it is usually impossible to

distinguish all ten strips, but only five or six at a moderate, and

7 or:8 at a low level of television noise. Essentially, a greater
portion of gradations is distinguished in some portion of half-tones.
Thus, it is desirable that the dark half-tones be reproduced in more
detail for reliable delineation of any clouds and images of open
sections of the earth's surface on the photograph, because the
brightness of some cloud forms, for example cirrus, is comparatively
low. It is desirable to distinguish bright half-tones in order to
investigate the structure of the upper cloud surface on a snow and.
ice background. The best conditions for reproduction of gradations

are usually in the middle portion of the half-tone scale. However,
by varying the exposure-time values in the appropriate manner and
by changing light filters and the active diaphragm apertures, it
is pqssible to achieve optimum distribution of the reproducible
gradations on the half-tone scale of objects.

An essential property of television systems is the inhomogene-

ity of image field brightness reproduction. This inhomogeneity is
manifested in a comparatively smooth darkening or lightening of the

image toward the edges of the photograph, reaching 0.30-0.40 of

its average brightness in current equipment. This inhomogeneity
is often caused by nonuniform illumination of clouds and the earth's

surface for different sections of the observed area. However, the
greater part of illumination is related to inhomogeneity of the

light-sensitive surface of the transmitting camera, the nonuniform-

ity of motion and changes of the aperture of the reading and scan-

ning electron beam. In this regard mechanically scanning television

systems have an undoubted advantage, because the inhomogeneity of
image field brightness distribution inherent to them is caused only
by nonuniform illumination of the observed objects and sometimes

by the instability of image scanning in the ground receiving facil-
ity. In principle it may be compensated for.
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However, it must be said that in visual inspection of photo-
graphs, the inhomogeneity of brightness distribution by their field
is not an appreciable barrier to meteorological interpretation,
with the exception of cases of surveying of very low-contrast ob-
jects (clouds on a snow and ice background, etc.). The reason for /30
this is the fact that the most important qualitative parameter of
the television image, which determines its interpretability, is
clarity (resolution).

The inhomogeneity of brightness reproduction by the image field
may arbitrarily include the presence of different types of defects
of the light-sensitive surface of the transmitting camera. They are
manifested on the image in the form of more or less large spots of
black or light tone with clearly defined boundaries, cross-hatching,
and ripples ("fingerprints"). These defects retain their shape,
brightness, and position on the image regardless of the object;
therefore, they essentially do not interfere with meteorological
interpretation of the images of course in those cases when the de-
fects occupy too small a portion of the photograph.

The resolving power of the television system is usually under-
stood as its capability to reproduce small details of the image on
the photograph. Resolving power is essentially evaluated by the
maximum number of black and white lines which can still be separate-
ly distinguished from the image. Test patterns consisting of
such lines are calculated for the maximum possible brightness
range of observed objects, i.e., black lines correspond to objects
with minimum and white line to those with maximum brightness. De-
pending on the width of the lines, their television image is dis-
torted: abrupt variations of brightness on the edges of the lines
are smoothed out and the brightness contrast of black and white is
reduced almost to complete disappearance (Fig. 4). Maximum resolu-
tion is usually assumed to be the number of lines whose image con-
trast comprises 0.30 of the black and white contrast of the original
focusing board.

a)= . ii 1ill Fig. 4. Schematic representation of the
television signal of black and white
(two-gradation) strips of different width.

b a) Test pattern with image of black and
cA-U r white strips, b) law of brightness varia-

c tion of strips of different widths in the
original test pattern at right angles to

d__ the strips, c) shape of TV signal for strips
of different width, d) shape of the black

e and white boundary of the TV signal in the
presence of a tilt, e) shape of black and

f _white boundary of TV signal in the presence
of keystoning, f) shape of the black and
white boundary of TV signal in the pre-

28 sence of ghosts.



Besides the number of reproducible black and white lines, the
quality of transmitting the.structure of the imaged objects is also
characterized by a. number of features, the most important of which

\are.:. the sharpness of the edges (contours) of the images, the dis-
'cernibility of the boundary 'outlines, extended continuations of
contrast objects, repeated images, and the level' of random and peri-
odic noise (Fig. 4).

The .geometric indices of the television image are determined
both by'the parameters of the television system and by the type of
meteorological satellite. In the given case the latter is charac-
terized by the altitude and the ellipticity of the orbit, as well
as by the mode of orienting the optical axis of the television sys-
tem with respect to the satellite vertical. These parameters, in
combination with the viewing angle of the television system, deter-
mine 'the dimensions and size of the frame and its terrain coverage.

As already mentioned, by using a television system with a
transmitting camera, frame-by-frame'surveying of the earth is usu-
ally accomplished, and the frame often has the shape of a square,
while the orbital strip of the survey consists of a number of frames.
Surveying is sometimes carried out with overlapping frames to in-
crease the reliability of tracking cloud cover and to create a
stereoscopic effect. Depending on the satellite altitude and view- /31
ing angle of the onboard television equipment, the terrain coverage
by a single frame varies considerably: from approximately hundreds
of kilometers in cross-section to tens of thousands of kilometers,
comprising a more or less considerable portion of the earth's disc,
visible from the satellite, or encompassing it completely.

When the terrain coverage by' the television frame and the opti-
cal axis of the television equipment, directed toward the nadir,
is relatively small, the visible portion of the earth's surface may
be considered flat, because perspective distortions at the edges of
the photograph occur only due to deviation of the sighting beam from
the satellite, vertical, and therefore are not too great. Thus,.two-
fold perspective distortions on the edge of the orbital scanning
strip for low-orbital satellites at an orbital altitude of the order
of 1000 km occur when the width of this strip is approximately twice
as great as the orbital altitude of the satellite. -The angle of
view of the onboard television equipment (it may consist of the
angles of view of one or several television cameras or will be
achieved by scanning of a single-element photoelectric conver-
ter) comprises ~900 in this case. When the fraction of the earth's
visible disc encompassed by the television plane increases, per-
spective distortions increase rapidly since the earth's curvature
begins to have an effect. Therefore, the orbital altitude of the
satellite must be increased to increase.the survey coverage of the
television system.
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Perspective distortions of the image essentially depend on

the earth's curvature alone for very high orbits (of the order of

10,000 km). The deviation of the sighting beam from the satellite

vertical may be disregarded due to the small angular dimensions of

the earth's visible disc. In this regard installation of tele-

vision equipment on the moon would be ideal. However, for other

reasons a lunar meteorological observatory can hardly be constructed

(because of the special conditions of its rotation around the earth,
the moon is unsuitable for organization of regular local observa- /32
tions of the earth's cloud cover).

Returning to the television equipment of meteorological satel-
lites, we note that an increase in the surveying area with fixed
clarity leads to a decrease in the resolution of the television

image on terrain. In order to avoid this, the angle of view of the

single-element sensor on mechanically scanning systems must be de-
creased, at the same time increasing the scanning rate, and in tele-
vision systems wi.th transmitting cameras, in which the number of scan-

ning lines is severly limited, several cameras must be employed sim-
ultaneously and their fields of view must be adjacent (two cameras
are used on the Meteor satellites (Fig. 5) and three on the Nimbus

satellites). Since adjustment of the orbital surveying strip is /33
inevitably complicated when several cameras are used, mechanically
scanning television systems should be recognized as more promising
for obtaining a detailed pattern of cloud cover distribution on a
planetary scale.

Besides the perspective distortions which cause irreversible

deterioration of resolution on the edges of the scanning strip,
there are other types of geometric distortions of the television

image related primarily to the disruption of the synchronism and

cophasality of shifting the tracking beam in the onboard television

equipment and of the electron beam which develops the image on the

screen of the television receiver. All the types of distortions

of geometrically similar images impinging on the input of the 
tele-

vision system and the images received at its output may be divided
into nonlinear (large-scale) and essentially geometric. The former

are manifested in the form of constriction or expansion of individ-

ual sections of the image, which leads to different scales of dif-

ferent parts of the photograph. The latter reduce to curvature of
straight lines and variation of the values of the angles between
lines. Distortions of both types are essentially evaluated by the
images of the test patterns, which are some simple figures (circles,
squares, etc.) where the relative distortion of their areas charac-
terizes nonlinear distortions, and of their sides and angles-
essentially geometric distortions (Fig. 6).

Geometric distortions are usually too small (of the order

of 0.05) to affect the meteorological interpretability of the images,
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Fig. 5. Diagram of television surveying from Meteor
satellites using alternately operating television
cameras.

but they must be taken into account in geographic control matching
of photographs. The first means of taking them into account for
the latter purpose is to apply a regular geometric grid, for ex-
ample a grid of squares, onto the light-sensitive surface of the
transmitting television camera. With such a grid, not only a con-
siderable portion of the geometric distortions may be corrected, /34
but the shifting of the television raster with respect to the opti-
cal axis of the camera may also be taken into account, which also
may induce an additional error in the geographic control match. The
correction procedure in the presence of a grid of squares on the
image reduces, as is completely obvious, to use of it as the coor-
dinate grid. In mechanically scanning systems, geometric distor-
tions occur due to the ground facilities for reproducing the image,
as well as due to the instability of scanning line length (this is
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eliminated when a digital image transmission system is used) and
due to rocking of the satellite. On the whole, the level of geo-
metric distortions of the image in these systems is lower than in

those with a camera, which is one more
factor in favor of using mechanical

a) television on meteorological satellites.

The most essential for meteorologi-
cal interpretation of images by the type
of geometric distortions is the factor
resulting in synchronization failures
and in some other cases the shift of the
elements of adjacent lines of the image,
due to which smooth vertical lines on

b) the photograph seem to be broken or even
torn (Fig. 6).

3. Primary Processing of Television
Photographs

Processing of television and infra-
red photographs of the earth, obtained
with the use of satellites, is usually
understood to be a combination of opera-
tions, as a result of which certain
meteorological information is obtained
on the basis of the radio signals re-
ceived from the satellite. The term
"processing" can also be more narrowly in-
terpreted as a combination of operations
on conversion of the radiosignals of the

Fig. 6. Types of nonlinear meteorological satellite.into photographs

and geometric distortions and photodiagrams, related to a specific

of television images. moment (or time interval), geographically
a) test pattern with localized and corrected of different

image on circles and types of distortions, owing to tech-

squares, b) image of nical reasons and perhaps to natural

test pattern in the causes, having no relationship to meteor-

presence of nonlinear ology. For example, the brightness of

distortions, and c) photographs is normalized regardless of

image of test pattern solar elevation (when surveying in the

in the presence of geo- visible region of the spectrum) or the

metric distortions and time of year (when surveying in the

disruptions of line infrared region). All this may be

synchronism. called primary processing.
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In the.second stage of creating television systems for track-

ing cloud cover from satellites, when there was no problem of

operative utilization of the incoming photographs, processing was

accomplished essentiallywithout use of any auxiliary technical

faciliti'es., Most processing operations (in the narrow sense), are
presently.automated.

-The- orbital lelements are regularly measured for each meteoro-
logical satellite, which makes it possible to predict the time of

its passage above one or another region of the earth, and hence

to plan the time aind area of television surveying by day and night /35
and the time of-passage above the ground stations which control

the operation of the satellite, monitor its functioning, and re-

ceive the television signals over radio channels. Each television

picture received from the satellite, if it is received in a mode

other than direct transmission, i.e., at the actual moment of its

reception on earth, is accompanied by auxiliary information which

makes it possible to establish the time of surveying, which, in

combiation with the orbital data, is adequate for geographic local-

ization of the clouds and elements of the earth's surface imaged

-on it. Data on the actual orientation of the optical axis of the

television system at the moment of surveying are sometimes used.as

wellLto .refine such localization. These data are obtained on.the
satellite with the aid of a special system for monitoring the satel-

lite'is orientation and are transmitted to earth over radio channels.

-The television signals are -received at the, ground statioh, are

amplified, and with the aid of an electron beamitube or phototele-

.graphdevice are converted to an image which is recorded on photo-

graphic film or paper. The photographs obtained in this manner are

placed at the disposal of the meteorologist-interpreter for geo-

graphic contrpl matching and subsequent meteorological interpretation.

Geographic control mathcing is understood as determination of

the-geographic coordinates (latitude and longitude X) of any

image point. Geographic control matching may be accomplished either

by drawing a grid of meridians and parallels on the photographs or

by transfering the photographic image to a geographic map of some.

projection.

In the.latter case the geographic latitude B and longitude L

of the angles of the rectangular grid, drawn on the photograph so
that-the: central junction of the grid is joined, for example, with

the center of.the photograph, must be taken into account.- The

coordinates of the grid points (x, y) are defined in the rectangu-
lar coordinate system of the photograph, whose center coincides

with the main point of the photograph (the center of the photo-

graph), the x-axis is in the direction of motion of the satellite

and the y-axis is in a vertical direction (Fig. 7). Conversion
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from the coordinate system of the photograph to the corresponding
horizontal coordinate system is first accomplished:

f xb., +4- yb, 2 -- b,3  (1.3)
xrb ± -b 3.: - lb:13 3

, xb2 1 - yb92 - fb 23  (1.4)
-xb 3 1 + yb --- f 3 3

where f is the focal distance of the TV camera; bij are the direc-

tion cosines of the coordinate system of the TV camera with respect
to the corresponding horizontal coordinate system; x', y' are the

coordinates of the corresponding horizontal system.

1' I/36

I ,

Fig. 7. The system of coordinates used in geographic control tie-in
of television images from known data on the position of
the optical axis of the television camera in space at the
moment of surveying.
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From the calculated coordinates, x' and y' may be converted to

the intermediate coordinates xB and yB by the formulas

z, H- -R (1 cos,);

+cs R sin 0 -- ;

O=arctg )

(H is the satellite altitude; R is the earth's radius;), and then /37
from the formulas of rotation and conversion of the coordinate sys-
tem to geodetic rectangular coordinates of the grid points xg, yg,
and z :

g
xg=xgs- xa,, + y.a, + za ;

ygygs+ x.a12 + y,a+z,a ;
zere .zg= ,at+y.a23s+za, 3, (1.6)

where

xg= (RI+ ) cos B, cos L,;

Ygs= ( H) cos B, sin L,;
zgg-(R I--H) sin B, (1.7)

are the rectangular geographic coordinates of the satellite at the

moment of photographing; Bs , Ls , and H are the lattitude, longitude,

and altitude of the satellite:

a, -- sinA, sin L, - cos L, sin B, cos A,;
a,12=cos L, sin A, - sin L, sin B, cos A,,;
a13 -- cos B, cos A,,;
a21 =- cos A, sin L, - cos L, sin B sin-A,-;
a22= -cos L cos A, - sin L,sin B, sin A,,
a23-= cos B sin A1,;
a,31 -cos Ls cos B,;

a.= sin L, cos B,;
a, siln B,, (1.8)

Av is the azimuth of the satellite's velocity vector.

The geographic coordinates B and L are calculated by the coor-
dinates xg, y g, and zg for any point of the TV photograph:
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z
B=arctg x

L= arctg (y /x ). (1.9)

A grid which is the image of projecting the rectangular grid of the
photograph onto the earth is constructed on the chart from the cal-
culated coordinates B and L. These .two corresponding grids make it
possible to transfer the image from the photograph directly to the
chart.

An example of such a grid (transformation table) for a stereo-
graphic projection chart is shown in Fig. 8. These types of trans-
formation table are employed in the Hydrometeorological Center of
the USSR in geographic control matching of TV photographs received
from the satellites of the Meteor system.

The principle of transformation tables is also the basis for /39
geographic control matching of American photographs.received in the
direct transmission mode [93,122,164].

Geographic control matching of TV photographs received from sat-
ellites, whose geographic coordinates and altitude at the moment of
surveying are known only approximately and the position of the opti-
cal axis of the TV camera with respect to the satellite coordinate
system is unknown, is more complicated. We encounter such a case,
for example, in geographic matching of photographs received from the
Molniya-1 satellite or in control tie-in of the photographs taken
by cosmonauts.

Control matching in these cases is possible if some geographic
reference points can be recognized in the photographs. The image
of the horizon line, available on some photographs, may also be
used [62,631. We note that the accuracy of geographic control match-
ing using recognized reference points may be much higher in princi-
ple than that achieved in the method of transformation tables de-
scribed above.

The coordinate systems used here are presented in Fig. 9.
(xg yg , and Zg ) is a geocentric coordinate system; S is the

coordinate system of the TV camera, rotated in pitch (v), roll (j),
and yaw (t) angles with respect to an auxiliary coordinate system,
one axis of which is directed toward the north and the two others
of which form a righthanded coordinate system.

The problem reduces to sequential calculation: first using
common transformation formulas (1.3) and (1.4), the point coordinates
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Fig. 8. Transformation table used for geographic control matching of television

photographs received from the Meteor satellites. Stereographic polar

projection. Scale l:15,000,000. H = 645 km.
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of the nadir xn and yn are found from the position of the line,

which for an inclined photograph are related to the pitch and roll

angles by the relations

x.-= J 1- (1.10)Cos] '

=- tgj. (1.11)

The latter, consequently, may be found from formulas (1.10)-
(1.11), after which from formulas (1.3)-(1.4) may be found the radius
of the visible horizon line r and satellite altitude at the moment
of surveying H

r x, y2: (1.12)
CQS arcig f

hI [I--sin (arctg f) (1.13)

where (xt, yt ) are the point coordinates of the horizon on the photo-
graph.

The remaining orientation elements--the coordinates of the
center of projection ( s' X ) and the yaw angle (*)--may be found

in the presence of points with known geographic coordinates (refer-
ence points) on the photograph and with approximate knowledge of
the satellite position at the moment of surveying (', X'). For

5 s
this, setting the yaw angle = 0, we calculate the point coordi- /40
nates M with known geographic coordinates in the auxiliary coordi-
nate system

XD•11 e xbt + yb2 1 - f6ha x'
X x. -.b,3 yb- fb ; (1.14)

S xb12 -+- Yb22- fb32 yy
y Xb-1z3^ x+b4Yb2s--3b -z,"M-'; r(1.15)

Z..= - [H-+R (1 - cosa)j,

(1.16)

o=arcsin H+R sin 0 -0; (1.17)/41

.arctg 1(X')2 + (y') 2
arctg ' (1.18)
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bij are the direction cosines of the coordinate system of the TV

camera with respect to the auxiliary coordinate system.

ze

Xt16 %

Fig. 9. Coordinate system used in grographic control matching
of television images from the geographic reference
points and horizon line recognized on the photograph.

The coordinate system can be rotated by the desired .yaw angle

x,,, = xM cos - y, sin q; (1.19)
YaM =xm sin +ym cos. COS 0.)(1.20)
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The yaw angle may be found from (1.19)-(1.20), after which by
using formula (1.6) and knowing the approximate coordinates (p',

S
Xs) of the projection center, the approximate geocentric coordinates
on any point on the photograph may be found. The point coordinates
are then found after introduction of corrections As and AX into

5 s
the coordinates of the projection center, which in turn are found
by differating (1.6) with respect to ' and A' and by-solution of the

S S
set of n (n is the number of reference points recognized on the
photograph) linear equations

{(') ta , ±(z,)2 a + I(H± R+z 1,,.) a,,-- aa 33 ) Ap,-

-4-- [( i+ +z,.,,) a,ax-,x,,.,a , -] Az I;[ t , , Y %1(7 ] - , I '2A),,

I"- ,-zx [ ())y )

;[x in Aysg ~]g. (1.21)

After calculation of the reference elements on the photograph
by formulas (1.9), a transformation table may be constructed by
which the problem of geographic control matching will be solved.

The television signal is sometimes subjected to normalizing
transformations prior to photographic recording, which improves
the quality of the image, for which both analog and digital devices
or even universal computers may be used. The next stage in improy-
ing the processing of the photographs is automation of their geo-
graphic control matching which is achieved in the simplest case by
"mixing into" the television signal the signal describing the grid
image of the geographic coordinates (TV photographs of the ESSA
satellites, which are received in the direct transmission mode).
In the more complete version, the television photograph itself is
transformed into direct cartographic projection of the given scale
[100,103,104] (TV photographs of ESSA received by intermediate
storage of data onboard the satellite).

An analog machine for "electronic transformation and control /43
matching" (ETCM) was used experimentally for automatic geographic
control matching of television photographs of Meteor. With the aid
of ETCM the television photographs are formed (without regard to
the earth's curvature, but taking into account the actual orienta-
tion of the satellite) into the transformation projection'already
mentioned, and are reduced to a scale of 1:7,500,000, taking into
account the actual orbital altitude of the satellite. The signal
of the geographic grid is "mixed" into the television signal of
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Fig. 10. Orbital montage of television photographs received from Meteor

satellite and their nephanalysis. The photographs were trans-

formed into a perspective cartographic projection with the aid

of equipment for electronic transformation and control matching
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the transformed photograph, and the resulting signal is transformed
to an image for subsequent photographic recording (Fig. 10). Photo-
graphs with transformed images may be represented in the form of
an orbital photographic montage. However, montages of adjacent
orbits may not be connected due to the characteristics of the photo-
graphic projection used. This is the primary disadvantage of the
ETCM system, due to which it is not used in operational work. The
ETCM system is very suitable for those scientific investigations
which are related to measurement of the distances and angles on the
photograph, because the projection employed is conformal, i.e.,
there are essentially no geometric and nonlinear distortions of
the imaged objects.

With regard to improving the quality of the television images
during primary processing, up to the present time there have only
been experiments in this field. Thus, American meteorologists [94,
118,139,163,170,172] attempted to take into account geometric and
nonlinear distortions of the image in geographic control matching,
reduction of the noise level, and correction of inhomogeneities
in reproduction of brightness from the image field, as well as.
solar elevation during surveying in the visible region. It should
be noted that all such investigations involve rather compli-
cated transformation of the television signal with consideration of
the additional data on the surveying mode, so that a large amount
of time must be expended for such transformations and very large
computers must be employed. These are usually universal digital
computers with a speed on the order of 106 operations per second
and a storage capacity on the order of 106 bits. Such high re-
quirements on the equipment undoubtedly hinder introduction of auto-
mation into this branch of primary processing of television photo-
graphs on an operational basis.
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.Chapter 2

METEOROLOGICAL INTERPRETATION OF

SPACE PHOTOGRAPHS OF THE EARTH

1. ' Interpretation of Cloud Cover

Television and infrared photographs of the earth may be used

in-'analysis and forecasting of weather only after the photographs

<received from the .satellite have been processed in the :appropriate

manner. Processing of the photographs includes a large number of

operations: ground reception of'the radio signals depicting the /44

image, recording of the signals in the form of photographs, photo

chemical processing of the photographs, and temporal and geographic

control matching of the images. Besides these purely technical op-

erations, processing includes meteorological interpretation of the

images as the most important link [53,64,66,73,109,121].

In interpretation the meteorologist interpreter: examines and

analyzes the .photographs received, recreating on their basis the

pattern of atmospheric processes in the region of the survey. 
The

result of interpretation is so-called nephanalysis. In schematic

and graphical form, nephanalysis contains the information 
on the

meteorological characteristics of the state of the atmosphere which

could be established from the photographs. Nephanalyses, compiled

operationally at present, usually contain information.on the average

amount, prevalence and form, and mesostructure of clouds in some

sufficiently large region of the earth. Excessive detail in space

is detrimental due to the comparatively low accuracy of geographic

control matching of:photographs, comprising for example an average

of about 50 km in the Meteor satellites. Surveyingiof cloud cover

from satellites is now carried out once or twice per day, because

only sufficiently long-lived cloud formations, which are usually

large-scale cloud fields, may be depicted in nephanalysis. 
All

this, as well as the necessity of presenting the data in a form

suitable for transmission over communications lines and for compar-

ison with charts of other meteorological elements, requires that

nephanalysis be presented in the form of a chart (Figs. 10-12). The no

tations on a nephanalysis chart (with and without regard to scale) are:

- the location of various parts of cloud field boundaries,

the boundaries being subdivided into clearly and weakly expressed;

- the total average amount and prevalent form of clouds for

each cloud field boundary delineated. The cloud field in this

case is understood as the section of cloud cover within the limits

of which properties of cloudiness hardly vary or their variations

are periodic; accordingly, the cloud field boundary is drawn 
where

the properties of cloudiness vary sharply or the nature of their

periodic variat'iis changes; the type of mesostructure and sometimes

43



the dimensions and orientation of cloud elements are indicated as
additional characteristics of cloudiness.

Fig. 11. Wide- and narrow-cut television photQgraphs
obtained from the Molniya-1 satellite. The
field of the narrow-cut photograph is delineated
by the frame on the wide-cut photograph.

Non-scale features are special points and lines in the cloud
cover (vortex centers and the location of large-scale cloud strips)
and other small but especially important cloud formations. More-
over, when photographs are used for synoptic analysis and forecast-
ing of weather, interpretation is often accomplished directly by
the synoptic forecaster. In this case the interpretation results
are not depicted in the form of nephanalysis (charts), but remain
in the "memory" of the synoptic meteorologist. The latter proce-
dure is usually based on the fact that the original photoimage is
clearer than the schematic chart of nephanalysis. However, wnile
in complete agreement with this, the experience of using aerial /45
photographs in geography must be pointed out.
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After the appearance of aerial photographs of the earth's

surface, many geographers predicted the disappearance of geographic

maps, since they are incomparably more schematic and contain much

less information on terrain than the original aerial photographs.
We know that this has not happened. The overwhelming majority of

users now use maps rather than aerial photographs. The reason for

this is the simplicity of their use: there .is good conformity be-

tween the notations ofthe map and the geographic object, whereas /46

the image of the same'objects on the aerial photograph require in-

terpretation, which'is accessible only'to a sufficiently experienced

interpreter, but not to any user of such information. Further, be-

sides the loss of the external similarity to the original, the map

is easier to "read" because the more essential features of the

imaged region are retained on it or are especially delineated.

They are "drowned" in minor and secondary details on the aerial

photograph. Therefore, we may think that in meteorology the period
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Fig.' 12. Nephanalysis of the television photographs

shown in Fig. 11.
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of interest in the original images ends during analysis and fore-
casting of weather. But it is now clear that only schematic neph- /47
analysis may be used in numerical procedures of weather forecasting
as well as for climatological generalization.

The list of meteorological parameters which are expressed in

nephanalysis, and in the detail and accuracy of their imaging,
naturally depends on the purposes for which this analysis is carried
out. The consumer also determines the external form of nephanalysis.
Thus, nephanalysis, intended for use in global analysis and fore-
casting in weather, will differ considerably both externally and in
content from analysis for aviation services, etc. On the other
hand, the content and even the form of nephanalysis is dictated to
a considerable extent by the physical principles and specific tech-
nical layout of the television equipment and the satellite used.
Therefore, when developing methods of image interpretation, the
principles, principal characteristics, and qualitative indicators
of operation of the -entire complex of the onboard and ground tele-
vision equipment, described in the preceding sections, must be
taken into account.

The tone (brightness) and pattern (structure) of the image are
employed as the interpretation features, i.e., the properties which
make it possible to distinguish cloud images of different types and
the earth's surface from each other. When surveying in the visible
region, the image brightness is determined by the reflective pro-
perties of the underlying surfaces (cloudiness, snow and ice cover,
vegetation, soil, water surface, etc.) in the scanning direction
of the satellite.

The image brightness of the same underlying surface may vary
considerably as a function of the time of surveying, mutual dispo-
sition of the television camera, the sun and the observed surface,
exposure and other technical characteristics of surveying, and re-
production of the image. The result of this subdivision of images
according to brightness is rather subjective, and the relationships
of brightness rather than absolute brightnesses are employed in
interpretation, because despite all distortions only the amplitude
but not the sign of variations of image brightness.changes.

It is convenient to use the albedo of the surfaces, not for-
getting the possible anisotropy of their reflectivity, to judge
the relative brightness which will usually occur on photographs of
clouds and other underlying surfaces. Analysis of data from the
literature on albedo [33,121] indicates that the brightest objects
on photographs will usually be the cloudiness and ice fields and
snow cover, and the darkest objects will be water surfaces. The
albedo of clouds depends on their quantity, thickness, microstruc-
ture and phase state. The latter two factors are related to the
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form of the clouds [77]; therefore, we may speak of the dependence
of albedo on the form of cloudiness, although this dependence is
rather weakly expressed. Other things being equal, the bright-
est on photographs will be nimbostratus and cumulonimbus clouds,
followed by stratocumulus, stratus, altostratus, and altocumulus
clouds.

,,The darkest will be high clouds. The albedo of thin transpar- /48
ent clouds depends on the albedo of the underlying surface of the
earth:or lower clouds. Patches of sunlight may be observed due to
the anisotropy of solar radiation reflection under specific condi-
tions on the images of the water surface, clouds, and certain types
of land areas.

Unlike the television photographs obtained in the visible re-
gion, the tone of an infrared image is determined by the tempera-
ture of the clouds and the earth's surface, where the temperature
of the tops of clouds depends considerably on their altitude, so
that the tone of an infrared photograph is almost equally dependent
on the quantity of clouds in the area corresponding to the scanning
element and on the altitude of these clouds. The emissivity of the
scanned surface, the thickness of the cloud layer, etc. have an
additional effect on tone.

Let us also note that the thermal background on which infrared
surveying is carried out is much more variable than the brightness
background in surveying in the visible region. If automatic regula-
tion of amplification of an infrared signal is taken into account,
the role of tone as an interpretation feature should be recognized
as rather modest. This feature indicates that, first, the tone of
an infrared image under similar equal conditions is lighter the
greater is the quantity and the higher the upper boundary of the
clouds on the corresponding section of the observed surface. Second,
variation of tone for adjacent scanning elements is again related,
other things being equal, either to an increase in quantity
or an increase in the altitude of clouds, or to both these factors
simultaneously. Third, comparison of the tone of elements which
are considerably separated from each other on the photograph pro-
vides no optical information on the differences of cloudiness in
the corresponding regions.

Thus, when. delineating regions of different tone on television
photographs, made in the visible or infrared regions, some idea may
be obtained about the quantity, altitude, shape, and density of
clouds, but considerable errors in this case are possible, which
arise due to the differences in the geometrical conditions of sight-
ing (the anisotropy of reflection and emission of radiation by
clouds and by the earth's surface, and transport of it through the
atmosphere), as well as mainly due to the inhomogeneity of brightness
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reproduction on the photographic field. The more informative are
sharp variations of image tone, which form the image pattern.

The image pattern (structure) depends on the brightness (ther-
mal) contrast of the observed objects, exceeding the threshold of
the contrast sensitivity of the television equipment. The latter
depends on the quality of reproduction of half-tones on the photo-
graphic field and differs for light and dark half-tones. Thus,
five or six gradations of brightness can usually be distinguished
in the daytime television equipment of the Meteor satellites upon
reproduction of an image of a 10-step half-tone wedge with the
characteristics indicated in Section 2 of the preceding chapter..
This means that in the range of dark half-tones, which more often /49
reflect the brightness structure of the earth's surface, differ-
ences in reflectivity of 0.05-0.10 are discernible, and in the
range of light half-tones only the more appreciable differences
(0.30-0.50) are distinguishable. Of course the given figures are,
approximate. The infrared equipment of the Meteor satellites has
more stable characteristics in this regard. Its sensitivity is
about 2-30 at positive temperatures and 7-80 at temperatures of.
-40 and -500. The thermal relief of the earth's surface is, con-
sequently, reflected with greater detail than that near the upper
boundary of the clouds. Accordingly, the possibilities of survey-
ing at high altitudes, as well as at medium altitudes in winter,
are more limited compared to subtropical and tropical regions,
where the thermal background is much higher.

Variations of surveying conditions (illumination or total
thermal background, exposures, stopping down, and automatic regula-
tion of amplification), as noted in Chapter 1, affect the reprodu-
cibility of gradations on the half-tone scale and at the same time
affect the image structure. Some details disappear and others
appear. But on the whole the image structure is much more stable
to the external factors of surveying than image tone.

When using image structure as an interpretation feature, the
limited resolution and presence of geometric distortions of the
image should be taken into account. The former (Fig. 13) places
limitations on the possibilities of recognition with respect to
small-scale objects. Thus, perturbations in the reflected or emit-
ted radiation field, which do not exceed the scanning element in
size, are barely reflected on the photograph. An exception is
perturbations whose contrast with the background exceeds by many
times the threshold sensitivity of the television system. Such
perturbation is reflected on the photograph. In this case its
amplitude will be reduced considerably and the area will be de-
creased. The greater the area of perturbation in the radiation
field the greater are the possibilities of recognizing the form of
this perturbation, and the more complicated its form the greater the
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number of scanning elements of the photograph.it should require
for recognition.

Three types of structure may arbitrarily be distinguished on
thephotographs. The first type--texture--corresponds to the case
when the image perturbation is made...up of a few scanning elements
of the photograph (from units to approximately hundreds). Only
the:-main features of a perturbation which ondicates whether
it is rounded or elongated, lighter (colder) than the surrounding
background or vice versa, are then reproduced on the photograph
The .second type of image structure--mesostructure-occurs when a per-
turbation is sufficiently large in area (hundreds of scanning ele-
ments) for which it is reflected on the photograph in details, -but
not too few, in order to take into account the geometric distortions
of the photograph during analysis of its form. The third type is
the macrostructure of the images of objects, comparable in area to
the: region encompassed on the locale by the TV frame.. Geometric /50
distortions of the image must be taken into account here.

3 4

Fig. 13. Generalization of the shape of an object due to
the limited resolution of the image.

1- the original of the object, 2- certain recognizable
.image on a photograph with high resolution, 3- image on
the edge of recognition of an object at lower resolution,
4- image on the edge of detection of an object at very
low resolution.
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All these types of TV image structures are analyzed in meteoro-

logical interpretation of photographs of the earth obtained with the

aid of satellites, since a high degree of organization both on 
the

synoptic scale and on the mesoscale and small scale 
is inherent to

cloud cover. On the basis of the characteristics of a three-

dimensional spectrum of cloud formations and their emission fields

[29 ,30,41,42,44,76,97,121], it should 
be said, however, that small

scale is the more informative for recognition of cloud forms and

their distinction from the images of open sections of the earth's

surface.

This circumstance was taken into account in creation of the

daytime TV equipment for the Meteor satellite,.whose resolution

(about lxl km 2 ) closely coincides with the prevailing dimensions

of individual clouds. Because of this, the largest amount of infor-

mation on the form and quantity of clouds is carried by the texture

of the image in the given case, Two other types of image patterns

are essential maitly for identification of meso- and large-scale /51

(synoptic) cloud formations, although they are also useful for

recognition of cloud forms, since the synoptic systems of the clouds

of atmospheric fronts and other large-scale cloud formations, con-

sisting primarily of clouds of specific forms, are well-known.

It should be noted here that, besides the direct interpretation

features (tone and image pattern), various indirect features which

are available in the geographic descriptions and on the maps of the

photographed region of the earth, and in the climatic handbooks for

it, should be taken into account in interpretation of the photo-

graphs. Finally, it is useful to take into account-the data of

ordinary ground meteorological observations in the photographed

region for the time of surveying (or the most recent "history"), be-

cause a knowledge of the synoptic situation sometimes makes it pos-

sible to clearly determine the form of the observed clouds or the

fact of their absence, although this cannot be done from the photo-

graph itself.

Returning to daytime TV photographs, received from the Meteor

satellites, we note that a large number of photographs has been

accumulated.a-s a result of successful functioning of the satellites.

These photographs have abundant information on the morphology of

the cloud cover in different geographical regions at different

times of the year. Systematic inspection of these photographs made

it possible to determine the typical characteristics .of the TV

images of clouds of different forms and mesoscale cloud formations,

as well as of geographical landmarks at different times of the year.

In this case both the properties of the cloud cover and of the

earth's surface (brightness and morphological features) as well as

the technical characteristics of the TV equipment used in satellites

of the Meteor system were taken into account in this case.
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A catalogue of typical images, classified according to bright-

ness (tone), form, dimensions, and mutual orientation of the image
elements, is presented in Figs. 14-16.

Fig. 14. Typical textures of television images of cloudi-

ness and open sections of the earth's surface

obtained with the aid of Meteor satellites.
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Fig. 15. Typical mesostructures of the television images

of clouds obtained with the aid of the Meteor

satellites.

Three main types of TV images--dull, granular, and fibrous-

are distinguished in the classification.

The first type (dull texture) corresponds to cases where there

are essentially no inhomogeneities of image tone. Television photo-

graphs with a dull texture are distinguished only by brightness (the

fifth column in Fig. 14). Although only seven different tones
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(gradations) of brightness are shown in the figure, this does not

mean that other tones are not found on the photographs. A dull

texture is inherent to images of open (cloudless) sections of water

surface (fragments 5-E, 5-F, and 5-G in Fig. 14), dry land in re-

gions of sufficient moisture (5-E, 5-F, and 5-G), arid sections of

land areas (5-D and 5-E), solid ice and snow cover (5-A, 5-B, 5-C,

and 5-D), and solid stratus-type cloudiness (5-A, 5-B, and 5-C).

Fig. 16. Typical mesostructures of clouds and open sections

of the earth's surface obtained with the aid of

the Meteor satellites.
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It should be noted that the brightness of the TV image is not

in itself a sufficient interpretation feature by which the clouds

on the photograph may be distinguished from the underlying surface

of the land and sea. Without mentioning snow and ice, which are

as bright as clouds, there are images of deserts and water surfaces /55

in the zone of sunlight patches. Stratus clouds cannot be distin-

guished by image brightness from altostratus or stratocumulus clouds,

etc. However, in a number of cases recognition of individual forms

of stratus-like cloudiness or fog is still possible if the structure

of the large details of the photograph is taken into account. Such

cases will be indicated below.

The second type of TV image (granular texture) looks like an

accumulation of spots (grains) of light or dark color on a corre-

sponding background (first and second columns in Fig. 14). The

small grains usually correspond to images of cumulus clouds (l-D,

l-E, 1-F, and l-G), where the dimensions of the grains in this case

are so small that details of the form of individual clouds are

completely hidden. Stratocumulus clouds look similar, except the

grains in this case are dark on a light background (1-A). 
This is

explained by the fact that openings in the clouds appear as grains.

However, the presence of dark grains on a light background is no

guarantee that stratocumulus clouds are imaged. These may also be

cumulus clouds in a zone of sunlight patches over a water surface

(1-C). In this case the clouds themselves are not visible, but

the dark grains represent the shadows of them. Another possible

case is shown in fragment 1-B. These are tracks and separations

of sea ice. The typical feature is a certain angularity and sharp-

ness of outlines.

Larger grains of light tone usually represent large cumulus

clouds, especially in the tropical zone (2-B); individual cumulo-

nimbus clouds, especially at medium latitudes (2-F and 2-G), strato-

cumulus (2-A, 2-C, and 2-E), altocumulus (2-D), and their combina-

tions. Images of cumulonimbus clouds of this group are difficult

to distinguish from similar clouds. Sometimes the presence of

erosion and serration on the edges of the grains indicates the

ability of a cloud to produce showers. With regard to the bright-

ness of the grains, this is an unreliable feature.

The third type (fibrous texture) is characterized by the pres-

ence of fibers, threads, and bands with eneven edges (the fourth

column in Fig. 14). This texture represents primarily the cloudi-

ness .of high and medium cloud layers. Thus, dense cirrus clouds

on a background of land are shown in fragment 4-A. The edge of

cirrostratus clouds on a background of solid ice is seen in frag-

ment 4-B. In this case the brightness of the clouds and of the

ice is practically the same and recognition is possible only due

to the presence of the typical shadows of the clouds (darkfibers
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on a light background). The pattern of shadows is usually the main
feature in interpretation of cloudiness on a background of snow, ice,
and sand. Altostratus clouds, which are distinguished by more even
outlines, are.represented in fragment 4-C. Fragment 4-E shows multi-
layer cloudiness with cirrus clouds, and 4-F illustrates the typical
form of cirrus clouds, which have developed from the anvils of cumu-
lonimbus clouds. A fibrous texture is sometimes found in images of
chains of small cumulus cloud (4-G), and even of the earth's surface
(4-D, river valleys).

A special type of texture is inherent to images of land relief /56
(dendritic). Examples of a dendritic texture are shown in the third
column of Fig. 14. Its more typical form (3-A) is animage of snow-
covered mountains. In the given case these are the Alps. River
valleys create a dendritic pattern in fragments 3-B and 3-C. But
whereas in the first case the light background of the valley is
explained by the predominance of sand and dark soil in the water-
sheds of it, in the second case the cause is fog in the photographed
river valleys. The image of a medium mountainous relief is shown
in fragment 3-D. Because of the low position of.the sun, some moun-
tain cliffs seem to be shaded during surveying, while others were
brightly illuminated, which led to the appearance of a dendritic
texture. A dull texture, for example in fragment 5-E, could be ob-
tained under different conditions of surveying this region. Yet
another variety of dendritic texture is shown in fragment 3-E. The
relief is also determined here due to the low position of the sun.
However, unlike the preceding case, the mountainous relief of a
snow-covered island, surrounded by continuous sea ice, is represented.
It is easy to see that the pattern of the shadows of the mountains
in this case is sharply distinguished from that of the clouds in
fragment 4-B. Finally, in 3-F, the dendritic texture is created by
a hydrographic network, and in 3-G by cracks in ice.

Classification of larger cloud formations (meso-scales) and of
the elements of the earth's surface is illustrated in Fig. 15 and
16. The mesostructures, represented in the figures, may be divided
into elementary (textural) components. Thus, the grains connected
in chains form a striated mesostructure, and the sharply outlined
sections of the image with a dull texture--closed cells, etc. The
following main types of mesostructure are accepted: banded, cellu-
lar, spiral-like, and geometrically irregular.

Typical images of meso-scale bands of cloudiness are presented
in the first, second, and third columns of Fig. 15. Whereas the
bands are formed of individual or fused grains, these are cumulus
or stratocumulus clouds (the first column). There are cases when
the clouds themselves are more poorly visible than their shadows
(1-B and l-D) or-ghe shadows only are visible (1-A). If the cloud
band has a considerable width, it is often composed of several
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series of cumuloform clouds, as is shown in the second column, the
presence of serrations of the edges of individual grains in the

band being possible (2-E and 2-G), which indicates the ability of
the clouds to produce precipitation.

In most cases the bands of cumuloform clouds are extended in
the direction of the wind, although not strictly so: But there are
exceptions. Thus, in fragment 2-A, breeze clouds, extended along
the coast, are represented, and in fragment 2-F the position of
the bank of cumulonimbus clouds is caused not so much by the wind
as by the humidity of the area (this is a region of one of the
oases in the Sahara Desert).

Bands of cumuloform clouds are found very often in practically /57
any synoptic situations and geographical regions.

Examples of bands of fibrous cloudiness are shown in the third
column of Fig. 15. The edges of the bands are more eroded (fibrous).
This feature, as well as the uniform "trimming" of the ends of the
bands often encountered (3-A, 3-B, 3-C, 3-D), assists in distinguish-
ing such clouds, the chains of cumuloform clouds considered above.

The bands of clouds shown in the third column of Fig. 15 are
extended at right angles to the air flow and are found especially
often in mountainous regions (3-D, 3-E, 3-F, and 3-G) and above
islands (Sicily in fragment 3-C).

Open cells, i.e., cloud formations with clearings in the cen-
ter, are shown in the fourth column of Fig. 15. They are observed
in development of convection above a water surface. Such convection
develops in a comparatively weak. wind in two cases: in the tropics,
especially after the arrival of cold air from middle latitudes, and*
in the rear portions of non-tropical cyclones where the wind has
already been attenuated.

Fragment 4-A shows open cells formed of individual cumulus
clouds. The cells in fragment 4-B and 4-C are already completely
formed, but have been deformed into ellipses due to the presence
of the comparatively high force of the wind in the convection layer.
The clouds shown in these fragments are capable of producing showers.
Fragment 4-D is the classical form of open cells. Forms changing
to closed cells are shown in 4-E and especially in 4-G. With re-
spect to fragment 4-F, multilayer cloudiness is represented: bands
of altocumulus clouds are oriented at an angle to the underlying-
chains of cumulus clouds, which creates the visibility of the pres-
ence of open cells.

The closed convection cells, shown in the fifth column of Fig.
15, are clearly separated into two types. The first type (5-A,
5-B, 5-C, and 5-D) are altocumulus and stratocumulus clouds forming
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lenses, rounded or multiangular spots, separated by narrow small-
cloud zones. Such clouds are usually found in the tropics above
water surfaces, but are sometimes observed (5-B) above land masses
of middle latitudes in a cold air mass.

The second type (5-E,, 5-F, and 5-G) is related to the differ-
ent stages of development of thunderstorm focal areas above land
masses at low latitudes. All three fragments are related to equa-
torial Africa, but similar,clouds also form in Southern and Central
America and Southeast Asia. The fused focal areas usually comprise
a zone of intratropical convergence.

Various types of cloud spirals or, as they are usually called,
cloud eddies are shown in the first column of Fig. 16. Large-scale
eddies of occluded non-tropical and also of tropical cyclones are
more often encountered. Their central portions may consist of both
strati- and cirriform and cumuloform clouds (1-A, 1-B, 1-C,.and 1-D).
Meso-scale eddies are more rarely observed. These eddies develop /58
on the lee side of.islands (1-F and 1-G) and more rarely above an
open. water surface or near the high shores of continents (1-E).

The four remaining columns in Fig. 16 illustrate.the different
types of cloudiness images, which have no geometrically regular
mesostructure, and the various types of images of the earth's sur-
face. These are the types of television images encountered most
often, which in themselves attract less attention than, for example,
cloud eddies or cells. Moreover, they are much more widely distrib-
uted and are more difficult to identify.. The fragments in Fig. 16
.are selected so that aill the varieties of these images encountered
are reflected if possible, and, on the other hand, so that the more
-difficult to .recognize are pointed out.

The upper three fragments of the second column are examples of
images of combinations of cirrus and cumulus overcast. The lower
four :fragments of this column, on the other hand, are related-to
cases where there are cumuloform clouds of medium and lower cloud
layers and where there are no cirrus clouds. The upper five frag-
ments of the third column represent multilayer cirri- and strati-
form overcast. Stratocumulus clouds with a small amount of cumulus
and altocumulus clouds are shown in fragments 3-F and 3-G.

SThe fourth and fifth columns are devoted mainly to images of
the earth's surface. Outlines of the Fergana Valley are easily
recognized in fragment 4-A because of a thick fog covering the
valley solidly up to the foothills. A similar case is shown in
fragment 4-B. Only here the fog is observed in the coastal zone
above the Yellow Sea. We note that coastal fog is easy to confuse
withimages of calm seawater and shallow waters. All the remaining
fragments of the fourth column represent only the earth's surface..
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Thus, dark. cliffs among light sand of the Sahara Desert are visible

in 4-C. Coniferous forests (the dark. spots) among snow-covered

fields in the north European USSR are shown in fragment 4-D, which

is quite similar to 4-C. The image.of a section of desert in Mexico

(4-E) differs somewhat from both the fragments described above. The

outlines of the Rybinskoye Vodokhranilishche, covered with ice, can

be recognized in 4-F and Crete in 4-G.

The two upper fragments in the fifth column show how large

river valleys (the Niger in 5-A and the Nile in 5-B) look in TV

photographs. It is obvious in 5-A that a sandy desert may produce

patches of sunlight. The five lower fragments of this column were

selected especially to show how the brightness of different objects

of the earth's surface may vary. The region of the Nile Delta is

shown in 5-C. The Delta itself and the irrigated land in the valley

have the dark tone of the image, and the deserts the light tone.

The desert in 5-D (the Persian Gulf) is also light, while the tone

of the water surface is the same as in the irrigated land in the

preceding fragment. On the other hand, the land mass in 5-E (the

mouth of the St. Lawrence River) is dark, while the water surface

is light. This is explained by the fact that surveying was carried

out in winter, when the ice and the coastal surface of the Atlantic

Ocean are covered with ice. Coniferous forests, as we ascertained /59

earlier, look just as dark in winter as in summer. The coast of

Antarctica is shown in 5-F. The snows of the mainland and the sea

ice here are almost equally as light, while the clear water zone

near the coast is dark.

The last fragment (5-G) shows overcast on a background of a

water surface. The sharp edge and the dull texture of the image

render this overcast very similar to the sections of land area pre-

sented above. A guarantee of correct interpretation may be only a

good knowledge of the geographical map in such cases.

The principles of meteorological interpretation of IR photo-

graphs of the earth, obtained with the aid of satellites, are the

same as those of the photographs in the visible region described

above, although there are known differences related to the greater

variability of the thermal background of surveying, the dependence

of the image tone on cloud height, the considerably lower resolution

of IR images, as well as an essentially different mechanism of gen-

eration of radiation, serving as the primary data source.

Thus, the IR equipment of the Meteor satellites provides a

terrain resolution of only 15x15 km
2 with a coverage of about 1000

km. Therefore it is clear that photographs contain information

only about meso- and large-scale formations. In particular, the

texture indicates the meso-scale perturbations in the radiation

field. Meso-scale perturbations are not typical for the atmosphere;
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therefore, the texture of IR photographs is rather.poor compared to

that of daytime TV photographs with much higher- resolution obtained

with the aid of satellites of the Meteor system. The.following
classes of texture--granular, fibrous, mat, and complex--may be
distinguished for purposes of interpretation.

A granular texture is a combination of rounded spots of light
or dark tone on a corresponding background and is subdivided into
fine-grain and coarse-grain (platy). In the first case the grains
consist of no more than one or two tens of scanning elements of the

IR photograph, from which it is practically impossible to recognize
to what extent the form of the perturbations, represented in the

"grains" differ from oval shape. The grains of a coarse-grained
texture are so large that they may be subdivided into circles, poly-

gons, etc.

Examples of IR images of granular texture are shown in Fig. 17,
where 30 typical fragments of IR images of clouds and of the earth's

surface obtained with the aid of the Cosmos-122, 144, and 156 satel-

lites are mounted. Each fragment corresponds to a terrain section

of approximately 400x400 km 2 . The second column in Fig. 17 gives
five examples of fine-grained texture. Thus, fragment 2-A-is an

IR image of stratocumulus clouds. The dark grains.are the image of
openings in these clouds. On the other hand, fragment 2-E is an
example of light grains (cumulonimbus clouds on a background of a

water surface). Fragments 2-B and 2-D show that a granular texture

does not always correspond to cumuloform overcast. The Island of /60

Sokotra, taken from the Cosmos-144 satellite during the day when

the surface of the island was warmer than the surrounding water
surface, is :shown in fragment 2-B. This fragment is quite similar

to fragment 2-A with the "cloud" grains already mentioned. The
importance of the meteorologist interpreter having a knowledge of

the geography of the photographed region of the earth may be judged
from this example. However, if the dimensions of the grains are

larger so that some details of their shape may be recognized, dif-

ferentiation of the clouds and of the earth's surface is facilitated.
An example is fragment 2-C, where the structure of so-called open

cloud cells was rather clearly manifested. Finally, the very fine

grains of fragment 2-D are the result of the effects of interference
and some disruptions in operation of the IR equipment.

Variants of large-grained texture are shown in the third column
of Fig. 17. Typical examples of it are shown in fragments 3-B and

3-C.. These are cumulonimbus clouds: the first--in tropical lati-
tudes above Africa--and the second--above land areas of middle lati-

tudes. Plates of stratocumulus clouds with a lower elevation of

the upper boundary and therefore darker are shown in fragment 3-E.
As already mentioned, the tone of the image is not, however, a reli-

able interpretation feature, since cases are quite possible when /61
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Fig. 17. Typical textures of infrared images of clouds and
of open sections of the earth's surface, obtained
with the aid of Meteor satellites.

stratocumulus clouds will not look the same as in 3-E, but will be
quite similar to the cumulonimbus clouds in fragment 3-C. But then
the case illustrated in fragment 3-D is quite reliable. Here the
bright white grains of cumulonimbus clouds are closely adjacent to
the darker grains of lower clouds, between which, in turn, black
cloudless sections are visible. The presence of two clear jumps
of image tone is reliable proof of vertical stratification of the
clouds. Fragment 3-A is the jump from coarse-grained to fibrous
texture. The bright white spots of thunderclouds, photographed in
the tropics, do not have sharply defined edges in this fragment.
This is related to development of cirrus clouds from anvils.

Examples of fibrous texture are presented in the fourth column
of Fig. 17. The images here consist of individual threads and bands
which usually have no sharp boundaries. Images of cirrus and alto-
stratus clouds (fragments 4-D and 4-C, respectively) usually have
such texture, but these may also be chains of cumulonimbus (4-B)
and bands of stratocumulus and altocumulus clouds (4-E). Large
river valleys are also represented on IR photographs as fibers:
light, if they are photographed on a background of hot dry soil,
or dark, as in fragment 4-A, where the Volga River was photographed
in summer at night.
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Those cases where there are no meso-scale inhmobgeneities in
the temperature field of the emitting surface form a special class,
so that the IR image has 'a uniform light or dark background (a mat
texture). Five examples of a mat texture , which illustrate the
scale of half"-tones of IR images, are given in the. first column of
Fig. 17. The lightest, tone (1-A) usually corresponds to an image
of solid overcast from a high upper boundary. But these may also
be snow-cove'ed sections of land areas..or ice, as.in ,fragment 1-B.
Grey tones are more frequently encountered and they are less stable.
For example,'!a cloudless 'section of water surface of the Pacific
Ocean west of California is shown in fragment 1-C. Fields of strato-
form cloud cioer ,n middle and high. latitudes often have exactly the
same tone. On the other hand, an open water:surface is often repre-
sented by a much, darker tone (fragment l-E). Land areas during
warm seasons more often have the tone of fragments 1-C and l-D, and
in cold seasons of fragments 1-B and 1-C.

The fiflth and: sixth columns of Fig. 17 are given as examples
of images having a complex .texture. Grains, fibers, and sections
of uniform tone may be found here simultaneously. For example,
fragments 5-A and 5-C are apparently the most typical images of
cloud cover with breaks in the background of the land area. Frag-
ment 5-B is an example of an IR image of washouts and cracks in the
ice near the shores of Antarctica. Multilayer overcast, represented
by intersecting fibers of cirrus and cumulus clouds, is shown in
fragment 5-D. Fragment 5-E is proof of the fact that the dendritic /62
texture of a mountain image, which is so typical for daytime TV
photographs in the visible region, may be absent on an infrared
image. -The light upper angle of this fragment corresponds to an
image of the Malyy Kavkaz Mountains, and the dark lower angle repre-
sents Mesopotamia.

The sixth column of Fig. 17 mainly illustrates the typical
configurations of sections of a mat texture. The first three frag-
ments are the result of daytime surveying of the Baku region, Cali-
fornia, and-the Sinai Peninsula, respectively. In all cases, a
cloudless water surface has a mat texture of light grey or grey
tones (as in 1-B or 1-C). 'Land areas, where they are not' covered
by clouds, have a uniform dark grey tone (as l-D); where clouds
appear,' some inhomogeneities of tone are discernible. The white
section bof fragment 6-A, as in the corresponding sections of 6-D
and 6-E, is an image of the Caucasus Mountains, partially covered
by clouds.- The overcast band in fragment 6-D is especially dis-
cernib le. This is a bank of altocumulus clouds. It extends from
the northwest-to the southeast (from the region of Rostov-na-Donu
to the Elbrus-region) and is lost on a background of cold snow-
covered peaks. Moreover, a narrow dark border along the southern
extremity of the CCaucasus Mountains--a warmed coastal zone--is
discernible in fragment 6-E.
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Using the tone and pattern of the image as interpretation fea-
tures, any photograph may be divided into zones, within the limits
of which the tone and pattern of the image are more or less invari-
able. In most cases this means that the nature of the overcast in

each of these zones is also relatively constant. The fraction of

scanning elements which may be related to cloud elements within the
limits of each distinguished zone indicates the total amount of

clouds in a corresponding section of the atmosphere. A gradation
of ten units may be indicated in nephanalysis in the seeming total
absence of openings in clouds. If there are openings, but they are
clearly less than 50% of the area of the zone, this is considerable
overcast (9-7 units). When the area of cloudy and inter-cloudy
elements is approximately identical, variable overcast (6-4 units)
may be indicated. If there are clouds, but they are clearly less
than half of the total area of the zone under consideration, we
use the gradation of light overcast (3-1 units). The total absence
of any traces of clouds is the basis to use the gradation "clear"
in nephanalysis.

It should be noted that the indicated gradations differ from
those which are presently used in operative practice. However, as
we will show further, our proposed gradations correspond better to
the interpretation capabilities of the TV equipment of Meteor satel-
lites.

The considered characteristics of the image of meso-scale per-
turbations in the temperature field of an emitting surface does not
exhaust all the meteorological information which may be used as a
result of interpretation of IR photographs. The structure of large
sections of IR images, consisting of many thousands of scanning /63
elements, has valuable interpretation possibilities. This structure
represents the characteristics of the overcast field of synoptic
scale: clouds and atmospheric fronts, cyclones, and intratropic
zones, etc. Therefore, we note in conclusion of the description of
methods for interpretation of overcast from space photographs of
the earth, obtained with the aid of satellites, that, although
overcast is the only meteorological phenomenon directly observable
in TV surveying of the earth from space, many other important mete-
orological characteristics may be determined from the type of clouds,
including pressure, wind, and atmospheric humidity, which are direct-
ly usable in forecasting procedures. Among the qualitative and
quantitative procedures used for this, we may name indirect inter-
pretation of TV images.

Indirect methods usually yield poorer results than those which
are used in direct measurement of the characteristics of interest
to us. Therefore, we may think that indirect interpretation has
not been widely developed and will be pushed out in the future by
"direct" analysis of.the meteorological fields, for example, by

spectrometric data.
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However, a large number of publications are presently devoted
to indirect interpretation of TV images. A survey of a considerable
number of them, devoted mainly to qualitative methods of indirect

interpretation, is given in L. S. Minina's book [45]. Of the num-
ber of investigations devoted to quantitative methods, the cycle

of articles of Sh. A. Musayelyan et al [46-50], as well as detailed
statistical investigation of the relationships of the overcast

field to the fields of other meteorological elements, carried out

in the work of Ya. R. Klauss [1081, should be mentioned first. Var-

ious special approaches to solution of the problem of indirect in-

terpretation.are presented in [9,27,39,40,101,108,148,153,154,161,
1671, where the amount and form of clouds, evaluated from photo-

graphs, are used as the feature. Mesostructure is used as the fea-

ture in [15-17,19,20,61,92,102,110,111,119,120,123,124,133,135,138,
143,146,147,158,160,173] and the macrostructure of overcast is used
in [3,4,13,14,18,24,26,45,52,57,58,91,92,96,105,134,136,137,142,144,
149,154,155,156,157,165,166,171,172,174].

2. Evaluation of the Quality of Interpretation

The quality of nephanalyses is evaluated by comparison of them

with data of ground observations of overcast during the nearest

synoptic period in the corresponding region. Besides interpreta-
tion errors, such factors as errors in geographic control matching

of photographs, the asynchronism of satellite and ground observa-

tions of overcast, the sparseness of the ground meteorological sta-

tion network [65], and errors in ground observation of overcast

have a considerable effect on the results of such comparison. There-

fore, the first task which must be resolved when evaluating the /64

qualityof interpretation is to take into account all the enumerated

factors.

Taking into account errors in ground data on overcast presents

no great-difficulties, insofar as it is known that these errors are

within the limits of one or two units. Taking into account the

asynchronism of observations and errors in geographic control match-

ing of images is a more complicated matter.

The given problem was solved by developing a special method

for evaluating the information content of satellite data.' In this

case an error in geographic control matching and the asynchronism

of receiving satellite data with the synoptic period is manifested

1Associates of the Hydrometeorological Center of the USSR M. G.

Nayshuller and T. A. Yakovleva, as well as graduate of the Depart-

ment:of Meteorology of Moscow State .University A. Zhigalkin, par-

ticipated in the calculations carried out in realization of the
method.
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in a phase shift of the overcast field. Then, for the individual
harmonics of the overcast field, the relative mean square error of
nephanalysis may be calculated by the formula

BT- ( EX-cos)d?- (2.1)

where a is the mean square error of geographic control matching;
c is the error in geographic control matching of individual neph-
analysis, where the law of error distribution of geographic control
matching is assumed to be normal.

Figure 18 illustrates the results obtained in this case: the
mean square error of nephanalysis reaches the value of the natural
variability of overcast in a phase shift equal to the length of
the half wave of the harmonics being considered. Therefore, in
practical nephanalysis the area of averaging of data on overcast
should be no less than twice as great as the value of the mean
square error in geographic control matching and, taking into account
the ordinary asynchronism of satellite TV (IR) surveying during
one or two hours, this value should be again increased by two- or
three-fold.

P2 Fig. 18. Dependence of mean square
fto- error of estimating the total amount

of clouds for the individual harmonics
0.5- of the overcast field on the value of

the mean square error of geographic

0 , _ , control matching of photographs.

These recommendations were checked after the launching of the
Cosmos-122 satellite. It turned out that, due to the high earth
resolution and greater accuracy of geographic control matching,
the information content of the nephanalyses, constructed from data
of TV surveying from satellites of the Meteor system, is higher
than that of the nephanalyses obtained from data of the ESSA satel-
lites. The main cloud patterns (according to generally accepted
classification) may be confidently recognized with visual interpre-
tation of the TV photographs of Meteor satellites. Difficulties /65
arise only in recognition of clouds on a background of snow and
ice. But even in this case a knowledge of the synoptic and climatic
characteristics of overcast for the corresponding geographic region
makes it possible to recognize clouds with a reliability no less
than that of ESSA nephanalyses in the absence of snow and ice.

However, despite the high interpretation possibilities of TV
images of Meteor satellites, the information content of nephanalyses
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obtained upon interpretation of them with respect to the state of
overcast during the synoptic period was still rather low due to

the asynchronism of the TV surveying with this period, errors in

geographic control matching, and the different scale of averaging
in satellite and ground observations. Taking into account the

value of the mean square error in geographic control matching of
data from Meteor satellites (about 50 km) and proceeding on the re-

quirements to minimize the mean square error in estimation of the

total amount of clouds, an optimum form for presentation of neph-
analysis may be recommended. In particular, it was indicated

above that the optimum dimensions of averaging in interpretation

should be approximately equal to the quadruple value of the error

in geographic control matching. In the case of Meteor satellites,
this value comprises about 200 km.

The results of practical checking of the given recommendation

are presented in Table 3, compiled on the basis of comparing ground

data (in the central regions of the European USSR) on the total

amount of clouds with data of interpretation of TV photographs of

the Cosmos- 1 44 satellite. Essentially synchronous satellite and

ground data (the difference is no greater than 0.5 hours) were
selected, which made it possible to study the effect of the error /66

in geographic control matching of TV photographs.

Table 3. Average a posteriori uncertainty (entropy) of diagnosis
of total amount of cloud (in parentheses) and the amount
of information contained in nephanalysis from satellite

data-of the experimental Meteor system as a function.of

the scale of averaging in interpretation of TV photographs.

True total Scale of averaging, km
amount of I I

clouds, points 1o 00 C)15 ( soo 00 00

10 (0.880) (0.997) (0.986) (0,902) (0.755) (0.814)
1.440 1.323 1.334 1.418 1.565) 1.476

9-7 (1.637) (1.671) (1.557) (1.592) (..197) (1.501)
0.683 0.649 0.764 0.728 0.823 0.819

6-4 (2.130) (2.148) (2.136) (2.112) (2.141) (2.192)
0.190 0.172 0.184 0.208 0.179 0.128

3-1 (2.053) (2.018) (1.993) (2.072) (1.954) (1.972)
0.627 0.308 0.327 0.248 0.366 0.348

0 (2.000) (2.136) (1.996) (2.018) (2.057) (1;627)
0.300 0.184 0.324 0.302 0.263 0.693

The values of the a posteriori entropy of diagnosis of the total

amount of clouds with a different degree of averaging of satellite

nephanalyses are presented in Table 3. It is obvious that the

entropy is minimal in the averaging diameter equal to an average of
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200-300 km. Thus, rational smoothing actually improves the quality
of satellite data on overcast.

The maximum accuracy of restoring the overcast field from data
of TV surveying from the Meteor satellites is such that five grada-
tions of the total amount of clouds (solid, significant, variable,
slight, and clear) and the main cloud patterns may be indicated in
the nephanalysis.

The results of comparison of the main characteristics indi-
cated in nephanalysis (total amount of clouds) are presented in
Tables 4-7. The method of comparison of the tables was the follow-
ing. Each ground observation of overcast was compared to the amount
of clouds according to satellite data, indicated in the nephanalysis
for the cloud contour covered by the corresponding meteorological
station. In this case each comparison of satellite and ground es-
timates of the total amount of clouds was "weighted" in proportion
to the correlation coefficient of cloudiness with a shift in time
equal to the valub of the time divergence of the satellite and
ground data being considered. Thus, if the time differences between
the synoptic period and the moment of surveying did not exceed one-
half hour, a "weight" was selected equal to ten. The "weight" was
equal to nine if the value of asynchronism varied from one-half
hour to one hour.

Table 4. Recurrence (number of "weighted" cases and percentage in
parentheses).of the various total amount of clouds (in
points) from ground observations at a separate station
provided that the total amount of clouds according to
data of TV survey from the Cosmos-122 satellite is known.

Ground data Total, un-
Satellite -- conditional

data io 9 7 i I 3--1 o 0 recurrence
(in parens.)

10 1502 697 129 38 34 2400
(62.6) (29,0) (5.4) (I. 6) (1,4) (12,0)

9-7 2169 4215 915 611 155 8065
(27.0) (52.2) (11.3) (7.6) (1 9) (40.1)

6-4 277 1129 685 531 296 2918
(9.5) (38.7) (23,5) (18.2) (10.1) (14.6)

3 -1 196 847 655 1472 830 4000
(4.9) (21.2) (16.4) (36.8) (20,7) (19.8)

0 124 255 217 441 1670 2707
(4.5) (9.4) (7.4) (16,2) (61.5) (13.5)

Tot al 4268 7143 2601 3093 2985 20090

Unconditiona (21.3) (35.3) (13.0) (15.4) (15,0) (100.0)
recurrence
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Table 5. Recurrence (number of "weighted" cases and percent in /67

parentheses) of various total amount of clouds (in points)

from ground data for different gradations of nephanalysis

according to data of IR surveying from Cosmos-14
4 , 156,

and 184 satellites. Middle latitudes, one season.

G radation Ground data Total, un-
Gradationf conditional
of recurrence

nephanalysiE 10 9-7 6-4 3-1 0 cu prrens.)

10 488 484 122 32 27 1153

(42) (42) (10) (3) (3) (9)
9-7 812 1364 299 53 113 2641

(31) (52) (11) (2) (4) (20)
6-4 360 1204 628 555 208 2955

(12) (41) (21) (19) (7) (23)
3-1 177 996 737 1200 1350 4460

(4) (22) (17) (27) (30) (34)
0 63 138 240 496 1008 1945

(3) (7) (13) (25) (52) (14)

Total 1900 4186 2026 2336 2706 13154

Unconditional (14) (32) (15) (19) (20) (100)

recurrence

Table 6. Recurrence (number of "weighted" cases and percent in
parentheses) of various total amount of clouds (in points)
from ground data for different gradations of nephanalysis
according to data of IR surveying from Cosmos-1 44 , 156,
and 184 satellites. Middle latitudes, cold season (with
snow and ice cover).

Gradations Ground data ondital unal

nephanalysis to 9-7 -1 3 rcurrence

10 342 280 43 21 20 709
(48) (39) (7) (3) (3) (14)

9-7 398 244 23 35 30 7.30
(54) (33) (4) (5) (4) (14)

6--4 534 483 68 56 56 1197
(45) (40) (5) (5) (5) (23)

3- 1 228 190 136 472 270 1296
(18) (15) (10) (36) (21) (25)

0 228 190 136 270 472 1296
(18) (15) (10) (21) (36) (24)

Total 1730 1387 406 857 848 5228

Unconditional (31) (26) (8) (16) (16) (100)
recurrence

The values of the correlation coefficients are borrowed from

[69]. Since it is recommended that the total amount of the clouds
is assumed to be an average between the amount indicated for both
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cloud fields forming the boundary when using nephanalysis for re-
gions through which the boundary of the cloud field (contours)
passes, the derived "weight" is multiplied by two in those cases
where the meteorological station is located at a distance of 100 km
or more from the point at which the boundary was located. Other-
wise the "weight" was multiplied by one. At the same time the
possible error in geographic control matching of the image was
taken into account during comparison.

Table 7. Recurrence (number of "weighted" cases and percent in /68
parentheses) of various total amount of clouds (in points)
from ground data for different gradations of nephanalysis
according to data of IR surveying from Cosmos-144, 156,
and 184 satellites. Tropical zone.

Gradations Ground data Total, uncon-
of itional recur-

nephanalysis to 9-7 6-, 3-1 o ence (in parens.)

10 63 58 12 4 9 146
(43) (40) (8) (3) (6) (8)

9-7 .19 139 63 4 16 271
(18) (51) (23) (2) (6) (16)

6--4 35 115 85 139 I11 485
(7) (24) (17) (29) (23) (29)3-1 0 57 68 129 246 500
(0) (II) (14) (26) (49) (30)

0 4 2 28 4 248 286
(2) (I) (10) (12) (85) , (17)

Total 151 371 256 280 ' 630 1688
Unconditional (9) (22) (15) (17) (37) (100)

recurrence

The totals of the "weights" for all pairs of nephanalyses--
the ground meteorological station and the "weighted" frequencies
with which the different gradations of overcast according to ground
data were observed with different gradations of nephanalysis--are
presented in Tables 4-7. As can be seen from the data of the tables
an overcast from solid to "clear" is possible with any nephanalysis
according to ground data. However, this does not mean that neph-
analysis is all bad.

As already mentioned, the results of comparison are affected
by a number of factors besides the errors in interpretation. Al-
though asynchronism and errors in geographic control matching were
often taken into account by "weighting" the observations, their
effect was not completely excluded. The effect of the infrequency
of the network of errors in ground observations is also not com-
pletely excluded. In order to take all this completely into ac-
count, the data of Tables 4-7 should be compared to reference
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tables compiled according to the following principle. Some kind

of errorless data on overcast, for example data of such a dense

network of ground meteorological stations in which the scanning
,,sectors of adjacent stations overlap, should be used in the refer-

ence. tables instead of satellite data. These "ideal" data should

be compared to those of the same ground network which was used.for

comparison with satellite nephanalyses. Moreover, the value of
the asynchronism of the compared observations of the "ideal" and /69

of the infrequent network should be the same as the satellite data.

The time shift in our case should essentially comprise one hour

for the data of Tables 4-6 and six hours for Table 7. Tables which

can be used as references are presented in the Appendix (Tables I

and II). The observations of meteorological stations in the envi-

rons of Moscow are used as the "ideal" network in them. The aver-

age amount of clouds according to the ring of stations within a

radius of 100 km of Moscow was compared to observations in Moscow

itself. This average radius was selected on the basis of the fact

that the mean square error in geographic control matching of the

images comprises approximately 50 km.

The reference tables obtained may be compared with Tables 5

and 6. Good agreement was obtained for Table 5. Thus, for example,

the recurrence of solid overcast comprises 42% in Table 5 provided

that it is also indicated in the nephanalysis as solid, and, accord-

ing to data of comparing the "ideal" and infrequent network of

ground stations (Appendix I), this value should be equal to 49%,

for which the nephanalysis may be assumed to be errorless. The

recurrences of other gradations of overcast also agree rather closely.
The average information content of nephanalysis, calculated accord

ing to the method indicated in [7], comprises 16% according to the

data of Table 5, which almost coincides with the value of the infor-

mation content, which under similar conditions provides an "ideal"

network of observations of overcast. This makes it possible to

state that five gradations of the total amount of overcast may be
confidently distinguished in interpretation of IR photographs ob-

tained from satellites of the Meteor system, in the case of survey-

ing at middle latitudes during the warm season. The spread of

values in Table 5 is entirely explained by the reasons indicated

above and primarily by the non-coincidence of the surveying and

synoptic periods.

With regard to IR surveying of clouds on a background of sub-

zero temperatures of the earth's surface (Table ), the matter here

is much'worse. For example, the recurrence of solid overcast in

nephanalysis of-ten points is equal to 48%, but it should be 93%

in the case of errorless interpretation; the recurrence of clear

weather in nephanalysis of zero points was equal to 36%, but should

be 93%. The. average information content of nephanalysis was equal

to 17%, but should be 54%. Thus, in the case of IR surveying of

69



clouds during the cold season, when the temperature of the under-
lying surface is close to that of the tops of the clouds, reliable
recognition of the nature of overcast is impossible, because the
interpretation errors are very large. We note, however, that due
to the much lower time variability of overcast during the cold
as compared to the warm season, the average information content of
nephanalysis with respect to the state of the cloud cover during
the synoptic period under the considered conditions is not inferior
to that for the warm season.

The data presented in Tables 4 and 7 may not be evaluated quan-
titatively, because the data of a dense network of meteorological
stations in the tropics are required for this. However, qualitative
comparison of them with the data of Tables 5 and 6, taking into /70
account the average value of the time shift of the moment of sur-
veying with respect to the synoptic period, permits the assumption
that nephanalysis by TV photographs for the entire earth during the
warm season and by IR photographs in tropical latitudes may be no
worse than in the case of IR surveying at middle latitudes during
the warm season.

All the foregoing is related to analysis of the quality of
interpretation. Meteorologists are not primarily interested in the
information content of satellite nephanalysis with consideration of
its actual asynchronism with the synoptic period, etc. In connec-
tion with this, the fact that an overcast from 10 to 0 points (see
Tables 4-7) is possible in any nephanalysis is an important disad-
vantage, although, as we have already explained, it follows from
the asynchronism of surveying with the synoptic period rather than
from the poor quality of interpretation. Mechanical reference of
nephanalysis to the synoptic period essentially provides satellite
data as the information source on the state of overcast at an indi-
vidual station. In order to raise the information content of neph-
analysis under these conditions, it is suggested that satellite
data be assumed to characterize the average state of the cloud
cover over rather large areas. Thus, the amount of overcast indi-
cated in some contour of nephanalysis may be interpreted as the
average amount of clouds over the entire area encompassed by this
contour.

Tables similar to Tables 4-7 were compiled for quantitative
analysis of the information content of nephanalysis in such inter-
pretation, except the nephanalysis in them was compared to ground
data averaged within the limits of each contour. The recurrences /71
in percent for all groups of nephanalysis are shown in Tables 8and 9. When these data are compared to the corresponding data of
Tables 4-7, it is obvious that the spread of values decreased.
This should have been expected, because like the average overcast
within the limits of the periphery, we almost completely exclude
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the spread due to errors in geographic control matching, and we

considerably reduce the effect of asynchronism, because the large-

scale perturbations in the overcast field have a lesser temporal

variability.

Table 8. Recurrence (number of "weighted" cases and percent in

parentheses) of various total amount of clouds (in points)
according to ground observations for an average cloud

field.provided that the total amount of clouds in the

field is known from data of TV surveying from the Cosmos-

122 satellite.

Ground data Total un-
Satellite conditional

data o ! -4 -4 6recurrence
data , -- (in parens.)

10 266 261 22 0 4 553
(.18.2) (.17.2) (3.9) (0.0) (0,7) (15.0)

9-7 179 801 220 15 7 1222
(1.14,8) (65.5) (18.1) (1,3) (0,3) (33.3)

6-4 31 295 354 79 0 759
(4.1) (38,8) (46.6) (10.5) (0.0) (21.3)

3-1 7 118 378 325 16 844
(0,8) (14.0) (44.8) (38.6) (18) (22,8)

0 0 0 87 170 22 279
(0.0) (0.0) (30.9) (61.1) (8.0) (7.6)

Total 483 1475 1061 599 49 3657

Uncondi- (13.2) (40.2) (29.0) (16.3) (1,3) (100.0)
tional

recurrence

The remaining spread of points is still rather large. In

order to assess the importance of the differences between the gra-

dations of nephanalysis, let us use the Kolmogorov criterion to

check the hypothesis that two random samples are taken from the

same general set [90]. As we know, according to this criterion,

the difference between two empirical distribution functions F1 and

F 2 is significant with a probability a, if for the value of the

maximum difference between these (integral) functions max IF1 - F 2 1

the following condition is fulfilled

1-K maxlF,-F 21,'  
112 <- . (2.2)

where n and n2 are the volumes of the first and second samplings,

respectively, and K{-} is the Kolmogorov function tabulated in [90].

The following conclusions were reached according to the Kolmo-

gorov criterion for the data presented in Tables 8 and 9. For TV
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Table 9. Recurrence (in percent) of various total amount of clouds
(in points), averaged according to the coverage of neph-
analysis, according to ground observations for different
gradations of nephanalysis from data of IR surveying:from
the Cosmos-144, 156, and 184 satellites at middle lati-
tudes during the warm season, at middle and high latitudes
during the cold season, and at tropical latitudes.

Gradation of Gradation of ground data
nephanalysis

10 9-7 6-4 3-- 0

10 19 65 12 4 0
31 59 10 0 0
41 39 20 0 0

9--7 3 63 30 2 2
45 48 7 0 0
6 50 40 4 0

6-4 3 48 38 8 3
0 56 29 7 8
4 16 35 29 16

3-1 5 20 39 34 3
14 32 36 17 1
0 5 36 44 15

0 7 8 16 60 9
II 12 17 30 30
0 6 7 27 60

surveying during the warm season at middle and tropical latitudes,
the probability of the fact that the nephanalysis, in which is
given 10 and 9-7 points, 9-7 and 6-4 points, and 6-4 and 3-1 points,
is actually related to the different overcast, exceeds 99%. Only
gradations of 3-1 and 0 points have a greater chance of being re-
lated to the same overcast (3%). Thus, when the period of TV sur-
veying differs from the synoptic period by approximately one hour,
five gradations of nephanalysis (solid, significant, variable,
slight, and clear) may be used reliably. For IR surveying during
the warm season at middle latitudes, the probability of the fact
that nephanalysis in which is given 10 and 9-7 points refers to
the same overcast, was equal to 80%. These gradations of neph-
analysis may be assumed to refer to the actually different over-
cast only with a probability of 20%. For other adjacent gradations
the levels of importance of differences in samplings were 50, 86,
and 61%, respectively. A gradation of 10 points then differs from
that of 6-4 points with a probability of 85%, that of 9-7 points
differs from that of 3-1 points with a probability of 99.7%, and
that of 6-4 points differs from "clear" with a probability of 99.4%.
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Thus, when the period of IR surveying differs from the synoptic
period by approximately an hour, a minimum of three gradations of
nephanalysis (significant, variable, and slight) may be used, but
it is quite probable that four gradations are best.

The corresponding levels of significance are the following for
middle latitudes.during the cold season and for high latitudes dur-
ing IR surveying: practically zero for the difference between neph-
analysis in which is given 10 and 9-7 points; the same is true for
other adjacent gradations. For gradations through one, beginning
from 10 and 6-4 points, it is 65, 99, and 65%. Consequently, over-
cast may be confidently divided into two gradations (many clouds
or few clouds) according to nephanalysis under the given conditions.
It is possible (probability of 65%) that three gradations are rec-
ognizable.

The differences between adjacent gradations for tropical re-
gions have a level of significance of 72% for comparison of cases
for 10 to 9-7 points; 99.6% for 9-7 to 6-4 points; 27% for 6-4 to
3-1 points; and 60% for 3-1 points to "clear". In other words,
a comparatively small number of analyzed cases does not permit
assumption.. of a reliable.divergence between the laws of distribu-
tion of recurrences of different gradations of overcast in the
case of 6-4 and 3-1 points. Thus, despite the greater difference
of the moment of surveying from the synoptic period, in the given
case nephanalysis carries significant information as a minimum of
four gradations of overcast.
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Chapter 3
AUTOMATION OF INTERPRETATION

1. Statement of the Problem of Automating Interpretation of.Over- /73
cast from Data of Television Surveying of the Earth from Satellites

The procedure for meteorological analysis of TV photographs of
the earth obtained with the aid of satellites, as we have seen, is
an extremely labor-consuming one. Its results are subjective be-
cause they depend on the experience and the personal prejudices of
the meteorologist interpreter. The enormous amount of photographs,
incoming from the satellites daily and the mechanical nature of
many operations of processing them all lead to the fact that crude
errors are sometimes encountered in practical interpretation, and
the average level of operatively compiled nephanalyses is compara-
tively low. Thus, the meteorologist, interpreter, capable of high-
quality analysis of the TV image of as many complex situations as
desired, for example recognition of clouds on a background of snow
and ice, is hardly suitable to carry out daily processing of satel-
lite data. Mass processing should be turned over to the automatons.
However, in the given case the absence of processing (interpreta-
tion) does not reduce to simple calculation, but consists in mak-
ing complex logical decisions (differentiation of images of clouds
and open sections of land and sea, recognition of the type and pat-
tern of clouds, and estimation of their amount).

A recently developed branch of cybernetics--the theory of pat-
tern recognition--is involved in problems of this type. This theory
is still only being formed; therefore, it is difficult to calculate
that in the future algorithms will be developed for automatic pro-
cessing of photographs which, in the completeness of the meteoro-
logical data derived from the images, will exceed or even be compa-
rable to the meteorologist,interpreter. However, the problem of
extracting the major portion of this information, for example esti-
mation of the main patterns and total amount of clouds, is apparent-
ly achievable. In this case the advantages of such automatic pro-
cessing should include its objectivity and guaranteed absence of
crude omissions. Automation of interpretation of overcast is the
essentially real possibility of utilizing satellite nephanalysis
within the procedures of numerical analysis and weather forecasting.

In accordance with the theory of pattern recognition, formula-
tion of the problem of automatic interpretation reduces to the fol-
lowing. The object of recognition is the TV (IR) image, which we
will further denote by the vector x. The set of all possible images
(of vectors x) forms the image space X, sometimes called the space.
of features on the basis that vector x contains all the information
used for recognition. For example, the TV signal of the photograph,
written line by line in a digital form, may be figured as x. /74
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Various TV images generally correspond to various types of

clouds, but this may not be true in individual cases. The reason

is the comparative "crudeness" of the TV images of clouds, as well

as the naturally existing gradual transition from clouds of one

type .to another, for example, from cumulus to stratocumulus, 
strato-

nimbus to altostratus, etc. Thus, the problem of recognition of

clouds by the type of their TV image is essentially probabilistic.

It is natural to take the probability of relating the overcast of

the TV photograph to the type of clouds which it actually represents

as the criterion of the quality of solution of the problem. To

minimize recognition errors, it is sufficient to indicate the:type

of overcast, whose probability for a given TV image is maximum, as

the result in each act of recognition. Let us denote the probabil-

ity of m-th type of overcast upon receipt of a photograph x by

p(m/x), and let us calculate some relationship between the proba-

bilities corresponding to the different types of clouds to deter-

mine the maximum probabilities m (m = 1, 2, ... , M). This will

most frequently be the quotient.

D (x), -= p(nIx) i=l, 2, ... , M -1; (3.1)
p ("j x) =i-l, i- 2, .3... M,

called the ratio of probability, the classifying, resolving, or

discriminant function.

Direct calculation of the probabilities for all possible TV

images is impossible beforehand, even if the set ofdifferent TV

photographs were limited. This follows from consideration of the

following formula (the Bayes formula):

S) (m)p(x'm) (3.2)

The a priori (climatic) probabilities of the various types of clouds

p(m), figuring in it, depend on-the geographic coordinates of the

observed region of the earth, the time of the year, and time of

day. For this reason we would have to estimate the a posteriori

probabilities p(m/x) for all regions of the earth by the 
season of

the year and for different times of day, which would make the prob-

lem of such estimation unbelievably cumbersome because, as is known

E37,107,127,175], the distribution of overcast on the 
earth is ex-

tremely irregular.

More rational is estimation of the values of the probabilities

that a specific TV image (vector x) will appear during observation

of some specific type of clouds p(x/m), which in combination with

the a priori probabilities of types of overcast p(m), found inde-

pendently, provides calculation of the desired values of the
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a posteriori probabilities p(m/x) by the Bayes formula (3.2). The
conditional probabilities p(x/m) depend on the technical character-
istics of the TV equipment being used and in the first approxima- /75
tion may be regarded as identical for all regions of the earth;
time of year, and time of day.

If there is no additional information, the problem of estimat-
ing the conditional probabilities p(x/m) may be solved by construct-
ing empirical distribution histograms p(x*/m), where x* are the
quantified values of x. Selection of the quantification scales in
this case is extremely important, A rough scale does not permit
determination Of the actual nature of the conditional distribution
p(x/m), and an excess of detail leads to a decrease in the effec-
tiveness of estimation by the histogram method.

A possible solution is accumulation of the vectors x themselves
with an indication of their affiliation to one or another type of
overcast, rather than the empirical frequencies of-different grada-
tions of vector x in the memory of the pattern recognition device.
Let us call a set of such vectors instruction sampling.

Non-parametric statistics--the ratio of the number of images
of the instruction sampling, related to one class, to that for
another class-may be used [54] in this case to solve the affilia-
tion of some new image to one or another type of clouds. This ratio
should be calculated for some "neighborhood" of the recognized image
in the criterion space. A variant of this rule is possible, con-
sisting of calculation of the ratio of a fixed number of "nearest"
images to the recognized image. The "distance" in the criterion
space must be introduced both to select the neighborhood and to
find the nearest images. It is usually introduced on the basis of
heuristic concepts.

The quality of recognition in the given approach is determined
by selection of the neighborhood or the corresponding number of
nearest images. If the neighborhood (or the number of nearest
images) is small, estimation will depend strongly on the random
distribution of images from the instruction sample in the criterion
space. If the neighborhood is large, estimation of it will not
correspond to the true probability distribution. Thus, the defect
indicated above for the histogram method is also inherent to thegiven method. However, it is not so serious here, because the pos-
sibilities of varying the parameters of the algorithm, and conse-
quently optimization of them, are retained in the recognition pro-
cess.

Let us call the procedure for optimization of the parameters
of the recognition algorithms instruction. For example, it is
shown in [115,159] that, with an unlimited increase in the volume
of the instruction sample, estimation on the basis of the indicated
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non-parametric statistics coincides with the true ratio of proba-

* bilities provided that the number of images, considered as nearest,
increases without limit, and its ratio to the totalnumber of
images in the instruction sample approaches zero.

Interpreting this result for the first variant of the algo-
rithm, we can say that the convergence condition for estimation is
the tendency of the neighborhood toward zero with infinite increase
of the instruction sample. In practice the sample is finite. Under /76
these conditions it .is shown [1151 that with a sufficiently large
sample the probability of error in.recognition is bounded above by
the doubled value of the error probability obtained in using the
Bayes formula (3.2) with complete information on climatic and con-
ditional probabilities. For this it is sufficient to relate the

recognized image to the type to which the nearest image of the
instruction sample is related.

The upper bounds of the error in recognition of.2, 3, ...
nearest neighbors are shown in [130]. For example, during recog-
nition according to the three nearest images, the error does not
exceed 1.32 errors of the optimum Bayes solution when the volume
of the instruction sample is sufficiently large.

A variant of the recognition rule described above is essential-
ly an algorithm [8,43] in which the entire criterion space is re-

garded as the neighborhood, but in estimation of the probabilities
the distance of each image of the instruction sample from the recog-
nized image is taken into account. The "weights" are selected in
order to minimize the error in recognition of the images of the
instruction sample themselves, for which repeated total sampling
of the images of the instruction sample is carried out with recog-
nition of each of them. If recognition is successful, the "weight"
of this image does not vary. If an error is committed the "weight"
is increased either by some constant value or by a value necessary
to eliminate the error in recognition of the given image.

All the algorithms of the non-parametric recognition described
above worked well in an instruction sample of such large dimensions
that storage of it in the memory of the recognition device and op-
eration with it is difficult. It would be desirable to reduce the
volume of the instruction sample without increasing the recognition
error. Many heuristic algorithms, resolving this problem, have
been described in the literature on recognition [1,51,60,80]. The
procedure usually employed consists in memorization of only those
images of the instruction sample, in control recognition of which
an error is committed, and in elimination from subsequent consider-
ation those images which were correctly recognized. The disadvan-
tages of this approach are obvious:
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- the results of recognition depend on the order of display
of the images of the instruction sample;

- the volume of the new reduced sample is not limited in any
way and may also be extremely large.

The problem of finiteness of the volume of the stored instruc-
tion sample is principally solved when there are sufficient finite-
dimensional statistics for those probability distributions employed
in recognition. Formal determination of sufficient statistics con-
sists in the given case in the following [5]. Let {x} be the in-
struction sample of images, each of which is randomly sampled in-
dependently of the other samples, with a probability density of
p({xl, e), which depends on the vector of parameters e E O. The /77
statistic T is sufficient with respect to 6 if and only if the
joint probability density may be represented in the form

p((x), O)=g({x))h(T, 0),

where g({x}) does not depend on 6. Thus, if there exists a suffi-
cient statistic, the instruction device must store only T and the prob-
lem of the increment in the capacity of the stored instruction
images is eliminated. In order to prove this, let us use definition
(3.3) and write the conditional probability required for making the
decision in the form

p (x/m) =p (x/(xJ m)=. P (x/O, m) (l(x), m)dO. (3.)

For solution of it let us find p(O/{xl, m).

According to the Bayes formula,

P (0) p ( x) 0.m)p(m(x), n)- ( m)d

p(fx)/O) p(O)
fp((x)!0)dO fp(O) p(xiiO) dO0 (3.5)

p ((x)!0) A

Let the parameter T be the sufficient statistic. We may then
write

P({x)lO)=g((x) h (T, 0) [p - (3.6)(3.6)
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Substituting this expression in (3 .4), we obtain

h(T,)
X) , fh(T, 0) p(0) ( T, d0 d

h(T 0) [p ()]- dO

h (T, 0) (3.7)
S h(T, 0)dO '

proof of which was required.

Since the volume of the instruction sample used to instruct
recognition is sometimes very small, it is desirable to supplement
it by introduction of new information. It is convenient from this
point of view that the probability distribution, figuring in (3.2),
be of the so-called self-reproducing type, i.e., the laws of a
posteriori probability distribution remain the same as those of
a priori probability distribution. In other words, both of them
should be characterized by the same vector of parameters 6. As
shown in [168], this condition is fulfilled if the sufficient sta- /78
tistics described above exist. Consequently, when additional.data
is presented to the recognition device, it is unnecessary to include
it in the" instruction sample, but. it is sufficient to correct the
values-of available sufficient statistics, taking into account this
new information.

The simplicity of solving the problem of data storage by the
recognition device in cases when distributions of the self-
reproducing type are employed in recognition and are characterized
by a small number of parameters has attracted many investigators
[2,51,54,74,80,126]. The case of recognition of normal distribu-
tions has been investigated in special detail

I 2 (3.8)
p(x/m,),:-( ) } " (X- t 'i) T (x- ) , (3. )

where the parameters are the mathematical expectation and the co-
variational matrix (dispersion in the case when x is scalar). The
presence of an exponential multiplier in expression (3.8) suggests
taking the logarithm of the probability ratio as the resolving
(discriminant) function (which is quite permissible in view of the
monotonicity of the logarithmic function with respect to its argu-
ment):

D(x)=. In p (mnx)P (m. 'x)

S[(x- ))' (x -It,) ... (x -t)' - X -it,)]- . (3.9)
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The value K depends on the a priori probabilities p(m ) and p(m 2 )

1 2and the covariational matrices E 1 and C2 and does not depend on the

specific value of vector x, i.e., it is a constant for all recog-
nized images and may be calculated beforehand. The decision-making
rule in this case consists in determination of the sign of expres-
sion (3.9). If it is positive, vector x is related to the first
type of clouds, and if negative, vector x is related to the second
type.

Additional simplifications of the expression for the discrimi-
nant function are possible where either =2 = or =  2 =

In the first case the discriminant function is linear with respect
to vector x

D(x)=x' -' (l-- ) --- L (m + ' - ( - t) - 3, (3

which considerably facilitates investigation and utilization. In
particular, a simple expression may be obtained for the recognition
error. For this it is sufficient to take into account that the
discriminant function is itself distributed according to normal
law as a linear function of the normally distributed value of x:
for the first type with mathematical expectation 1/2(pl- 2 )'H-I(i-

-P2 ) and dispersion (pUl 2) ' -1 (l- 2), and for the second type

with the same mathematical expectation, taken with a minus sign and /79
the same dispersion. The probability of erroneous recognition in
this case is equal to

r= I_ S exp{-ydy, (3.11)

where a = ( 1~~1 2 )'Z -1 (i- 2 ) is the "distance" in the criterion

space between distributions p(x/m l) and p(x/m2), often called the

Makhalanobis distance.

In the second case with equal mathematical expectation Ul =

= 2 = , the discriminant function remains quadratic with respect

to x:

D (x) (x -- ) (' -') (x -)] -- x (3.12)

and a simple expression for the error in recognition cannot be ob-
tained.
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In practice the dimensionality of vector x,.used..for identifi-
cation, is very high. In combination with the limited volume of
the instruction sample,.this leads to large errors in estimation

<of parameters. i. and E.. In particular, the covariational matrices
1 . .1

E are often similar-to special matrices and the operation of in-

verting them, necessary to calculate the discriminant function, is
practically impossible. In order to avoid this disadvantage, the
dimensionality of vector x must be reduced, for which it is neces-
sary to convert to the main statistical components of distributions
p.(x/m.) which correspond to the directions of the eigenvectors

(natural components) of covariational matrices C1 and C2 in the

criterion space.

Geometrically finding these main statistical components con-
sists of a sequence of subsequent linear transformations of the
coordinates of the criterion space X. The origin of the coordinates
is shifted tO a point corresponding to mathematical expectation of
one of the types, let us assume the first type:

X y -11; ft 12,.. P- (3.13)

The coordinate system obtained is then rotated around its origin
in'order to reduce the covaritional matrix of the first type to
diagonal form. The criterion space is further compressed so that
the diagonal matrix becomes a unit matrix, which is possible if
this matrix is defined strictly positively. Finally, a new rota-
tion is carried out to reduce the covariational matrix of the second
type to diagonal form while retaining the singularity of the matrix
of the first part. The set of these three operations may be writ-
ten as

z=Ay; v=AP,' (3.14)

where the transformation matrix satisfies the conditions

A' Z,A=I;
A' L A=A, (3.15)

and A is the diagonal matrix whose diagonal elements X1, X2', .. , /80

X .are the roots of the characteristic equation

I I -ZX =0. (3.16)
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After making the transformations indicated above, the distri-
bution functions assume the form

p(zim)=(21) 2 exp z (3.l'7)

for the first type and

2 2 -1 " _ )2

P(z/mN2)0(2c) I -A exp -2 =XI - (3.18)

for the second type.

Hence, it is easy to find the discriminant function

D- 4- . k-n ] (3.19)

If we further assume that the mathematical expectations of both
types are identical, so that in the new coordinate system v= 0,
the expression for the discriminant function is simplified even
more:

(z)4 1- z-nk -x (3.20)

and the problem of reducing the dimensionality of vector x is easily
solved, because we can see from (3.20) that only those directions
in the criterion space for which the value X is distinct from

unity are essential for recognition. Therefore, we can regulate
new variables of z. according to their "information content" for

-1
recognition according to the value (Xj + 1 ). It is important to

note in this case that in practice we must operate not with eigen-
values themselves, but with estimates of the limited instruction
sample, which are more reliable the greater their value [74,75].

Returning to the common case of (3.19), we can see that there
is no easy way to select the more informative variables. It is
obvious that such selection is related to some method of estimating
the recognition error when using different subsets of variables.
Since the recognition error for discriminant function (3.19), like
most other discriminant functions, is calculated with great diffi-
culty, quasi-optimal methods of selecting the informative features
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by the value of the "distance" between the distributions of both
types are described'in the literature [6,35,125,126,131,140,141,
150].

The convenience of representing the discriminant function in
the-form of (3.19) is manifested in this case in the fact that the
"distance" for the variables, expressed by the main statistical /81
components, is calculated additively. For example, this is the
way matters stand with the often-used Bhattacharyya distance:.

B=- - ln p (x/m) (x/m) dx=

I (3.21)
S B-- - In [p (m) p (m)],
J=1

where

B-1 [ (3.22)
B4 --4,j+I +2 1n (I +,j) -- In), "

Ordering of the variables by their corresponding values B. usually

permits selection of the more informative of them.

,The discriminant functions (3.9), (3.10), (3.i2), (3.19), and
(3.20), considered above, are optimum for pattern recognition, which
are normally characterized by the distribution vector x. On the
basis of the physical mechanism of radiation transport through the
atmosphere and of the nature of its reflection or emission by the
underlying surface of the earth and by clouds, and taking into ac-
count the effect of the TV equipment used for surveying the earth
from space, it is difficult to expect that the distribution func-
;tion of-the TV signal will be normal. For arbitrary distributions,
the mentioned discriminant functions may generally not. be optimum.
However, as shown in [113], the discriminant functions mentioned
above.are optimum for a class of unimodal, symmetric distributions
of the form

p (x/m) -=A I WI f (x -- I)' W (x - ,)], (3.23)

where A is the normalizing factor, W is the positively calculated
matrix characterizing the variability of vector x, and f[-] is a
monotone function integrable everywhere. In particular, this
class includes multidimensional normal distribution where

W=-Z- 1, A=-(2x) 2 and

.. f[" =exp - (x-)' (x- )8 ,
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and also multidimensional analogs of Pearson distributions of the
II and VII type.

Although the indicated class of distribution functions is
very broad, when identifying clouds on TV photographs we must cope
with the possible lack of necessity for its further expansion. In
particular, the differences in the brightness of structure of the
backgrounds which are observed from a satellite (water surface,
snow, vegetation of various types, etc.) force us to assume the /82
multimodality of distribution functions.

A large number of heuristic algorithms for finding the modes
of multidimensional distribution fuctions has been described in
the literature (see, for example, [23,54,78,151]). The procedure
used most often consists in the following.

The first objects of the instruction sample, related to one
each of the types of images identified, are used as initial approx-
imations for the modes. The next image is recognized from the in-
struction sample. If it is correctly recognized, which will occur
if its distance in the criterion space to the initial mode of its
own type is less than the distances to modes of all other types, then
the mode of this type is recalculated, for example by the formula

x, [11 x, [0] +0,5x,,, [1], (3.24)

i.e., the new value of the mode of the m-th type is shifted to the
center of the segment, connecting the initial mode and the newly
selected recognized pattern in the criterion space. If an error
is committed in identification, the recognized image is stored as
the second mode of the given type, etc. The process of alternate
pattern recognition from the instruction sample is continued, cor-
rection of the modes being carried out by the formula generalizing

(3.24), namely, by relating the t-th image to the T-th mode of
m-th type:

x,, ,, t Xm, [t- 1 +t-(xm, [t]-x,,, [t- 1). (3.25)

In this algorithm the discriminant function is piecewise
linear

D(x)inR(x, R X, -minR x, x, t2<)' (3.26)
where

R(x, 'xmj1 )=1x x M '1, 1 (3.27)
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is the distance in the criterion space.

Superfluous modes may develop during selection of the instruc-
tion sample. To eliminate them, the distances between the modes
of one and other types of images may be compared. If the T-th mode
of m-th type is more similar in the sense of (3.27) to some other
mode of its own type than to any mode of the other types, it may
be eliminated. Other modes of the same type in this case should
be somehow recalculated, which requires repeated sampling of the
images of the instruction sample.

An essential disadvantage of the algorithm is the fact that
a set of false modes is created during instruction in the .zones
of intersection of the distribution functions of different types,
and the result of recognition of the patterns falling into such
zones during operational recognition is random. Transition from
recognition by the nearest mode to recognition by the majority of
a fixed number of nearest modes may be pointed out as a possible
means of controlling this disadvantage, which returns us to the /83
non-parametric algorithm described at the beginning of the given
section. Elimination of all modes to which was related a small
number of images during instruction is also possible.

Another possible procedure for finding the modes consists in
the following [23]. The averages of the images of the instruction
sample for the corresponding type are taken as the initial esti-
mates of the mode (one for each type of image). The criterion
space is then divided into two domains of linear discriminant func-
tion of type (3.10), where it is assumed that E E I, so that we
may assume upon recognition

x E ni, if D(x) <0;

xE m2, if D(x) 0. (3.28)

The instruction sample is then divided into two sub-samples accord-
ing to condition (3.28) and the number of incorrectly recognized
patterns of the number falling into each sub-sample is estimated.
If the number of committed errors is large, the first step is re-
peated for that sub-sample in which it is greatest. And the aver-
age values for each of the types of images are, in turn, found in
it, and the sub-sample is divided into two second-order sub-samples
of the linear discriminant function of type (3.10), etc. The pro-
cess is continued until an acceptable level of recognition errors
is achieved, which of course is better controlled by an independent
sample.

Finally, we recall the possibility of realizing piecewise
linear discriminant functions with the aid of so-called multilayer
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machines [23,54,591. This method of realization was already known
during the early stages of development of pattern recognition
methods, when investigators were attempting direct simulation of
the working of the brain. It is not very popular at present be-
cause of the complexity of its strict investigation. However,
there are no strict proofs of the compatibility of teaching algo-
rithms with mode search. There are no rules for calculating the
optimum number of modes. Therefore, more promising in recent years
is the trend in pattern recognition which is related to finding
the best approximations of the discriminant function by functions
of given form [1,51,78,79,81,82]:

D (x)-=d w ajl(x). (3.29)

Assuming the "smoothness" of the discriminant function in the
criterion space, we can limit ourselves to a finite number of terms
of the series (3.29). Two problems arise in this case: first,
how to select the set of functions (x) so that this assumption is
justified and may be limited by a minimum number of terms of the
series, and second, how to find the expansion coefficients a for /84
the selected function.

The first problem is more difficult and its complete solution
is related to supporting consideration of the problem. In particu-
lar, these functions should be constructed with consideration of
the more obvious non-invariance of description of the image by
vector x. In identification of space TV photographs of the earth,
these will be: variation of the average brightness and contrast
of the image, and its shift and rotations with respect to the direc-
tion of line scanning. For consideration of them it is sufficient
to turn to description of the image by expansion in a Fourier series
with respect to a complete system of functions (x, y), orthogonal in
the set of recognized patterns. The coordinates of the photographs
are denoted here by (x, y). Because.of the limited resolution of
the TV photographs, truncation of the series is always possible.

fM N

B (x, y) =). )3
rn=On:=O

The problem of selecting a suitable system of orthogonal func-
tions is not really essential here, although it is practically im-
portant. Thus, an optimum system from the point of view of economy
of description is one of empirical orthogonal functions (natural
components), which are eigenfunctions for solution of the homogene-
ous Fredholm integral equation with respect to the covariational
function of a recognized set of images:
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S f K (x, x,, y,, y ) (x,, y) dx, dy, (x 2, y). (3.31)

This expansion is optimum in the sense of a minimum mean square
error and a minimum a posteriori entropy of expansion (3.30) with
a fixed number of calculated terms of the series. The more popular
of the number of analytically orthogonal functions in the expansion
[32] are trigonometric functions, especially convenient for calcu-
lating the non-invariance of the type of shift and rotation of the
image. Walsh functions [25,56] are optimum from the viewpoint of
computation. Polynomial functions make it possible to disregard a
specific type of distribution function of TV image brightness.

Let us consider the procedure for eliminating the more obvious
non-invariances for description of images using an expansion of
trigonometric functions [51,89]. For this let us write the image
spectrum in the polar coordinate system:

c.,,- = -3S .B(x, y)exp (-jnZ(O,))dxdy. (3. 32)

Here m = 0, ±1, ±2, ... determines the frequency of variation of
the image brightness in the direction of straight line Z = x + ny,
and angle en (n = 0, 1, 2, ...) is the direction of the straight line
in the image plane with respect to the direction of the scanning
lines. For normalization of the spectrum with respect to the
average.image brightness, it is sufficient to divide all expan- /85
sion coefficients by the zero coefficient

* It
C, 0= co,0 (3.33)

The invariance to image contrast is provided by performing
the operation

C . n~ 'if N 1"

I n T C,.' '(3.34)

and invariance to shift is

C".n" cC. (C,.)-,n c% , . (3.35)

The spectrum of (3.35) may be expressed by modulus and phase
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Cwhere m, c=m, exp (, ,e (3.36)
where

cm, nl I /(am, n) +(bm, n) ; (3.37)

bm, .m (on) - a*,, U ( . )

bI, nam,, 'm (at, n) +b±b, nUm(WIn)3.

a,,

a,7,= a;**n) + (b *,*)2  (3.39)

and Tm(') and Um(*) are first and second order Chebyshev functions.

In order to achieve invariance to rotation of the image, the

amplitude and phase spectra must be presented in the form of an

expansion

p Q-1

- LO, (d ,cospO,, +e,,, sin pO,,) V,( (3.40)
p=1 q=O

where Vq( m ) is a Chebyshev polynomial of degree q, defined by

the system of points {- -}, and r Ic *** 2 tg m. From the
M mn m,n m,n

formulas similar to (3.35)-(3.39), four spectra are then obtained:

the amplitude spectrum of the amplitudes, the amplitude spectrum

of the phases, the phase spectrum of the amplitudes, and the phase

spectrum of the phases, which in combination provide the required

invariance. These four spectra together with data on the average
M N

brightness 0 and contrast .. nc* completely describe the ini- /86
0,0 m-in-1

tial image, and in the criterion space which they form, the posi-

tion of the surfaces dividing the domains of various types of

images hardly varies when the non-essential properties of the image

vary, which also denotes the required "smoothness" of discriminant

function (3.29).

Returning to this discriminant function, let us first assume

that it may be precisely described by a finite series of J terms

J

D(x).= ajj (x), (3.41)
j=t

i.e., it belongs to a J-dimensional subspace of an infinite-

dimensional space of function c(x). Many algorithms have been de-

scribed in the literature to find it from the images of the instruc-

tion sample. The better known of them are the method of potential
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functions [1], stochastic approximation [81,82], generalized por-
trait [12], and sequential methods [79]. All of them, after a
number of non-essential transformations which take into account
the form of functions ¢(x) and the criterion of the quality of
recognition used, reduced to an iteration procedure

D (x) It]=D(x) It-1]+T [tI F(x, x [It) m t]-D (x) [ti- I, (3.42)

where x[t] is the next recognized image from the instruction sample
belonging to m-th type, this type (mEt]) may be in general incor-
rectly indicated in the instruction sample, F(x, x[t]) is a func-
tion and yEt] is a number, which are different in different algorithms.
On the condition that (x) is a system of orthogonal orat least
linearly independent functions, instead of the:procedure of (3.42).
we can use a similar procedure for estimating the expansion coeffi-
cients

I I

'a t]a t-lf lt] AP (xt]) t - (3.43)
-a' It- 1] (x ftj)},

where 4'(x)'p-/ 2Ap -1/2(x[t]) = F(x, xEt]), and A is a matrix.' It
is shown in [70,71] that the optimum algorithm is one having yEt] =

-1 -lA=l-xt) (,1~
= t-; A = i; F(x, x[t]) = 6(x, x[t]) = '(x)p-l (x[t]), the mean
square error of recovery of discriminant function (3.41) by a
finite instruction sample equal to

2' [ (m)J2J ([ (m)J2J)2
t t2 (a'pa) ( 4

(3.44)
[a in(m)1 2 lf (x, X [t) 2- m tl]

i.e., the error is mainly directly proportional to the number of /87
terms of series (3.41) to the spread of the error of indication of
the type of image in the instruction sample and is inversely propor-
tional to the volume of the instruction sample. Consequently, all a-pri-
ori data on the form of discriminant functions are useful because they
permit selection of those functions of set 4(x), which are not con-
tained in expansion (3.41), at the same time reducing the error.
If it is required that algorithm (3.42) and (3.43) restoreany dis-
criminant function, it would be necessary to take the complete set
of functions of (x), i.e., to operate with infinite series (3 29).
In this case the restoration error would become infinite. We note
that' the a priori given value 6(x, x[t]) affects the extent of
the 'rror. However, its effect is of the second order of smallness
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with respect to t and, consequently, is immaterial in any large
instruction sample.

Let us now consider a general case when the discriminant func-
tion does not belong to the J-dimensional subspace of functions
(x). Then only its projection onto this subspace is restored by

algorithm (3.42), (3.43). The part of it orthogonal to the given
subspace is generally not restored. If it is necessary to com-
pletely restore a discriminant function about which it is not known
beforehand that it belongs to some finite-dimensional functional
subspace, the considered subspace must be expanded during restora-
tion as the volume of the instruction sample increases.

If the a priori information about the discriminant function
in the form of its mathematical expectation D 0 (x) = D(x) (without
loss of generality it may be assumed equal to zero) and of its cor-
relation function R(x, x*) = [D(x) - D (x)][D(x*) - D (x*)], is ac-
counted for the total error in restoration of the arbitrary discri-
minant function by finite series (3.41) will be equal to [72]

I=J+1

where X. are the eigenvalues of correlation function R(x, x*), cor-

responding tothe unconsidered functions of the complete set of
¢(x), regarded as a set of eigenfunctions for R(x, x*). In order
to minimize the restoration error, it is necessary to take into
account in series (3.41) only those functions whose eigenvalues
are greater than e2/J. As a result, the optimum restoration algo-

rithm yields an error of

s2 min.(X 1 , EiJ1). (3.46)
J=1

2. First Experiments in Automation of Processing and Analysis of/88
Satellite Television Photographs of the Earth

Taking into account the current state of the theory of pattern
recognition, we may conclude that various recognition procedures,
both parametric and non-parametric, may be used in solving the
problem of automating processing and analysis of the TV and IR
photographs transmitted from meteorological satellites. The main
task is to find an effective system of interpretation features
which describe the image.
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Several attempts to solve this latter problem are presently

known. Thus, the author of this investigation, relying on the

principal characteristics of TV photographs of clouds consisting

in their "randomness", has proposed [36,67] that the statistical

characteristics of the TV signal may be used as features for auto-

matic recognition, since they are somehow related to those near

the radiation field of the observed clouds. The latter, as stated

in [29-31,36,41,42,76], depend on the type of clouds. The fact
was taken into account primarily that clouds are on the average

lighter (colder) than the open sections of land and sea. It was

suggested that practic:al interpretation in this case be carried

out by quantizing the TV signal according to levels of uniform

brightness.

Figure 19 illustrates the results obtained in this case. Five

different TV photographs received from the Meteor satellites are

shown in it-. They depict the more typical cloud structures ob-

served from space. Row A is non-quantized TV photographs with a

superimposed grid of geographic coordinates. The photographs
themselves have been transformed into a perspective cartographic

projection with the aid of ETCM. Rows B, C, and D are the same

photographs quantized in four, two, and one levels of brightness,

respectively, located at 0.20, 0.40, 0.60, and 0.80 of the TV sig-
nal amplitude. As can.be seen, no level of brightness can be found
which would satisfactorily delineate the images of the clouds and
underlying surface in the photographs.

Some cloud boundaries clearly distinguishable in the non-
quantized originals disappear upon quantization and, moreover,
false boundaries appear. Thus, automation of interpretation by
quantization does not yield the desired results. The reason for
this is the different illumination of the observed sections of
cloud cover and distortion of brightness imparted by the TV equip-
ment. The latter is especially discernible in the fifth column of
Fig. 19, where false outlines appeared upon quantization due to
the inhomogeneity of reproduction of brightness over the field
of the TV photograph.

Attempts have been made [98,152,162] to improve the results

by measurement of the absolute intensities of the radiation from
the clouds and the earth's surface, with subsequent correction of
the measured values for the value of illumination (for the visible

region of the spectrum) or for the climatic temperature of the /90
earth's surface and of the atmosphere at different levels of the

troposphere (for the IR range). The failures here were the result
not only of difficulties in absolute calibration of the TV equip-
ment, but due to the complexity of taking into accont all the fac-
tors affecting radiation transport in the atmosphere. Current data
on the thermal and optical properties of clouds and of the earth's

surface are also too sparse.
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Fig. 19. Originals and quantized versions of television photo-
graphs obtained from satellites of the Meteor system.

1- frontal overcast; 2- clouds inside a developed cyclone;
3- "closed" convection cells; 4- "open" convection cells; 5- chains
of cumulus clouds. A- non-quantized originals with a superimposed
grid of geographic coordinates; B- photographs quantized for five
gradations of brightness according to levels 0.20, 0.40, 0.60, and
0.80 of the total television signal amplitude; C- photographs quan-
tized for three gradations according to levels 0.20 and 0.40;
D- photographs quantized for two gradations according to level 0.20.

92



The failure in using average brightness alone in interpreta-

tion made it necessary to turn to the search for more complex fea-

tures. Since-the brightness distribution function for uniform
sections of cloud cover was similar to the logarithmically normal

function [671, it seemed feasible to use the difference from uni-

modality of estimating the distribution function of the value of

the TV signal to detect the boundaries of various types of cloud

fields in the photographs. The incompetence of this interpretation

procedure is explained by the fact that the three-dimensional inhomo-

geneity of the radiation field of clouds is too great for correct

estimation of the required function. The failure of the attempt to

objectively describe the cloud structures observed in the photo-

graphs by the spectrum of their brightness field is explained by

the same reason [1451.

Let us mention yet another interesting attempt [88] to obtain

the deterministic features of cloud patterns by preliminary quanti-

zation of the TV signal for two levels ("dark" - no clouds, and

"light"-clouds) for which a model of the brightness field is con-

structed which corresponds to the true brightness field of the

-photograph by the first three single-point moments. After the

cloud images have been separated from the images of the cloudless

sections, such elements of the pattern as straight and curved lines,

closed and open lines, etc. are distinguished on the photograph for

identification of the cloud patterns.

Such a.specific set of features is selected which is recom-

mended in the manual on visual interpretation of TV photographs

obtained from the Tiros satellites [109]. No more significant experi-

ments with the features obtained were carried out, which is partial-

ly explained by the obvious laboriousness of calculating them even

on rather large electronic computers. But the main thing is that

these features are apparently suitable only for automatic identifi-

cation of clouds photographed on a homogeneous background.

Using simultaneous measurements of the intensity of reflected

(0.5-0.7 vm).and emitted (8-12- pm) radiation with the aid of the

medium resolution radiometer of the Nimbus-2 satellite as the

features, American meteorologists [127] carried out climatic re-

gionalization of overcast on a planetary scale with differentia-

tion of the main cloud patterns, cuch as cirrus, altocumulus, strato-

cumulus, etc. However, the reliability of identifying these pat-

terns is apparently too low for application of the data [127] to

analysis of individual cloud situations. As a whole, spectrozonal

surveying under the condition of high spatial resolution seems

promising for use in a system for automatic processing and analysis

of space photographs of the earth [129]. Since such surveying will /91

not be used on operational meteorological satellites in the near

future, we shall limit ourselves to a statement of its prospects

and we will subsequently consider only single-color images.
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The most extensive of the experiments on automatic recognition
of TV photographs of clouds with consideration of the pattern
(structure) of the image as the feature is described in [1171.
These experiments included all stages necessary for automation of
processing and analysis of photographs, although they were not
performed on original photographs, but on photocopies in non-
operational order.

The raw data was fed into an electronic computer with the
aid of a special scanning phototelevision device. The stages of
processing were:

- primary processing including input of the raw data into the
computer and normalization of it which facilitates subsequent cal-
culation'of the interpretation features. For example, the outlines
of the image were emphasized by calculating the Laplacian of the

brightness and subtracting from the original image, the constancy
of the image scale was provided and invariants to shift and rota-
tion were introduced;

- delineation of a small number of interpretation signals from
a larger number of them by instruction by the trial and error
method;

- essential identification, i.e., relation of each of the
images fed into the computer to a specific type.

All experiments were carried out with visually selected photo-
graphs of homogeneous sections of cloud cover of one of three types:
non-cumuliform (117 photographs), cumuliform consisting of open
convection cells (108 photographs), and cumuliform of closed cells
(113 photographs). Images of open sections of land were not con-
sidered. Each photograph was represented in the computer memory
by a file of 75x75 numbers (expansion elements), each number being
encoded by an 8-bit binary code.

Two systems of features were tested: purely random, obtained
by summation of the image brightness values in its randomly selected
elements, and non-random--different statistical characteristics of
the brightness field. The number of random features in all the
experiments was equal to 400. The number of non-random features
was initially selected at 28, but the number was reduced to 3-4.
Six different non-parametric algorithms were used for identifica-
tion, the images first being divided into non-cumuliform and cumuli-
form and then those of them which were related to cumuliform were
subdivided into open and closed cells.

Control identification of the independent sample was carried
out after instruction. It turned out that all six methods are
approximately equivalent and provide the probability of correct
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identification at a level of 0.83-0.89, where 3-4 non-random fea-
tures are just as effective as 400 random features.

Evaluating the results obtained, it should be noted that the /92
rather high percentage of correct identification was obtained on
a limited set of specially selected photographs on a background of
water surface. The problem of identification of nonhomogeneous
overcast, the boundaries of different types of cloud fields, and
the. case of surveying clouds on a background of a "mottled" under-
lying surface was not considered at all. Without consideration of
the enumerated situations the results obtained may not serve as a
basis for positive solution of the problem on the possibilities and
feasible ways of automating cloud identification.

The necessary investigations were carried out at the Hydro-
meteorological Center of the USSR under the supervision of the
author. The investigation was carried out on the Minsk-22 computer;
a preliminary condition was development of a special device for
analog-digital conversion and input of the TV signal in digital
form into the computer memory. Taking into account the experimental
nature of the investigation, the device was developed with respect
to the comparatively low-frequency signal, received in the direct
transmission mode from ESSA satellites.

Processing of the photographs included the following steps:

- reception of the TV signal from the satellite,
- input of the signal into the computer,
- organization of the data for interpretation,
- (interpretation) calculation of the interpretation features,
- geographic control matching,
-.essential identification,
- release of the results for printing in the form of charts.

The TV signal is received by the Department of Reception and
Recording of Satellite Data of the Hydrometeorological Center of the
USSR. The receiyed signal was converted to digital form and re-
corded on magnetic tape of the satellite data receiving station
in a 9-bit binary code. Input of the recorded data into the com-

puter was then carried out. Since the tape of the receiving sta-
tions differs from magnetic computer tape, a special code-conversion
device was used for input. The data was then organized in the com-

puter memory. This is understood as the search for the beginning
of the photograph and formation of the frame lines. The organiza-
tion algorithm is based on the specific structure of the incoming
signal.

After a starting. signal continuing for three seconds, the
automatic phase stabilization signal follows for five seconds.
Each line in it begins with a synchronous pulse, transmitted on
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the black level, and the signal itself moves continuously at the
white level.

When the information signal is replaced by the phase signal,
a synchronous pulse is transmitted at the white level, and the sig-
nal itself represents in digital form the brightness of each scan-
ning element of the TV photograph. In searching for the beginning
of the photograph, the phase signal is first sought--the specific
number of measurements having the white level, and the synchronous
pulse of this signal, and secondly, the point where the "black"
synchronous pulse is replaced by the "white" synchronous pulse.
In this case it is kept in mind that the length of the.synchronous
pulse comprises 5% and that of the signal, 95% of the length of /93
the entire line. The entire line is represented by 400 measure-
ments when recording on a single channel. The synchronous pulse
of each alternate line is then sought and a line signal is formed
with conversion of 9-bit measurements into 6-bit.

The next stage of processing is analysis of the incoming photo-
graph. The characteristics of this problem consist in the fact
that:

- half-tone images, consisting of many thousands of scanning
elements, are analyzed;

- the images are severely distorted by interference and noise
of different nature;

- the images are not centered in the field of view of the
camera;

- complex objects are identified which have.no typical geo-
metric outlines (clouds) on a background of other objects (elements
of the underlying land and sea surface), whose image structure is
at least as complicated and varied as the cloud structure;

- the nature of the image of both clouds and the earth's sur-
face depends on the geographic coordinates of the photographed
region of the earth, the time of year, and time of day;

- the comparatively low technical parameters of the TV equip-
ment used leads to the fact that images of different types of clouds
and of the earth's surface may be completely identical; therefore,
the problem of identification is probabilistic;

- the problem of identification is not one of relating the
entire photograph to some specific type (class), but is one of
isolating on it the overcast fields related to different classes
(Fig. 20). Therefore, the entire photograph is divided into
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elementary sections, which are then subjected to identification.

As shown by practice, the dimensions of the elementary sections

are of great importance. The section should primarily be such that

the structure of individual cloud patterns is completely included.

Selection of the optimum dimensions of the section requires addi-

tional investigations. The size of the section in our investiga-

tion comprised 6x6 scanning elements. This is apparently not the

optimum variant.

The correlation of the television signals for ESSA satellites,
for example, constructed for such an elementary section (Fig. 21),
does not reach zero within the limits of the section; this indicates

that the structure of only part of the object rather than the whole

objective is reflected in each individual section. However, the

limitation of the Minsk-22 memory did not permit an increase in

the dimensions of the section, since the required storage capacity

is proportional to the number of scanning elements of the photo-

graph within the limits of the section.

Fig. 20. Original of a televisionSkphotograph (a), its nephanalysis
S-7 (b), and division of the photo-

CLEAR graph into elementary sections
1-31 O during automatic interpretation

(c).
10

1-3

4-6 1-3
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The image pattern is determined for each of the isolated sec-
tions by its inherent brightness. If two adjacent-sections of the
photograph are related to the same type of pattern, the boundary
between them is eliminated. This procedure may be called definition
of the types of TV image. To carry out this procedure, it is not
at all compulsory to know which objects are represented on the
photograph, because a much simpler problem is resolved here: to /94
determine those sections of the photograph on which similar objects
are represented.

120 The isolated types of image are sub-
sequently used as complex interpretation

110 features to establish which objects
(clouds, etc.) are represented on the cor-

too" responding section of the photograph. In
this case the same interpretation featurec0  ' 4 (type of image) will possibly correspond
to different cloud patterns in different
cases.

Fig. 21. Correlation
function of television The work of the program realizing
signal along (I.) and this interpretation algorithm consists in
at right angles to the following.
(II) the direction of
line scanning. Let bij be the level of the TV sig-

nal corresponding to the i-th elements of
the j-th line of the TV photograph. Then the matrix

b1 , b21, b,,1;
b12, b22 ... bn2;

b1,, b2n, ... , b, (3.47)

characterizes the brightness distribution (structure) of the image /95
on the section of the TV photograph of nxn scanning elements in the
computer memory. The levels of the TV signal for individual scan-
ning elements are primary interpretation features. However, direct
use of them for determining the cloud pattern is inconvenient for
the reason that the values of bij vary independently of the varia-
tion in the pattern of the imaged clouds with any shift, rotation,
change of average level, and amplitude of the TV signal. The infor-
mation content of these features is also very low because of their
strong correlative aspect for adjacent scanning elements (Fig. 21).

The information content of the features may be increased by
several methods. For interpretation of overcast images, which have
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no typical geometric outlines, we feel it is more expedient to use

the scanning coefficients of the brightness field of the photograph

for any set of functions as the features. The requirements in se-

lection of such a system reduce to the fact that the system be

complete, which ensures display of any possible images with its aid.

Then, due to the concepts of the simplicity of determining the simi-

larity of different images, we would hope that the scanning coeffi-

cients of these functions were non-correlated, and the accuracy of

approximating the brightness field to increase the information con-

tent of the scanning coefficients should be sufficiently high even

with a small number of scanning elements. All these requirements

are satisfied to the greatest extent by scanning according to natural

orthogonal functions

where xk is the .expansion coefficient of the k-th function, and ijk

is the eigenvecto' corresponding to the k-th eigenvalue, which sat-

isfies the matrix equation

RP -4kk (3.49)

(R is the covariational matrix of the television signal within the

limits of a section of nxn scanning elements).

All the experiments carried out on automatic identification of

photographs were conducted with the use of numerical solution of

equation (3.49) with the aid of an empirically determined covaria-

tional matrix, which is essential, and placed limitations on the

dimensions of the analyzed section of photographs. However, taking

into account that the television signal is homogeneous on the aver-

age, analytical methods may be used for this purpose [68]. The

limitationof the computer storage capacity will then be less impor-
tant, and the eigenvectors themselves will be more, stable.

Returning to the problem of selecting the features, we note that

the coefficients of expansion with respect to natural components are

not features invariant to shifts and rotation of the image. Invari-

ance may be achieved by combining the expansion coefficients with the

aid of logical "AND", "OR", etc. This is a rather complicated pro- /96

cedure, and we preferred to avoid it, complicating the process of

making a decision about the recognized objects. We again recall

that from concepts of the economy of storage, occupied under the

image features, a maximum of the first coefficients of the expansion with

respect to natural components was selected for subsequent use, which pro-

vided an initial image approximation error of the order of 0.01-0.02.
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In a six-dimensional criterion space it is difficult to expect
that the points corresponding to each class of. identifiable objects
(clouds and the earth's surface) will be located in a single com-
pact area due to the non-invariance of the space to shifts and ro-
tations of the image. Rather, each class will yield several clus-
ters- subclasses. In order to take this characteristic into ac-
count, and also the fact that practically identical sets of expansion
coefficients may correspond to different types of objects, the iden-
tification process was also divided into two parts. A search is
first made for all clusters of points in the criterion space (types
of image), and then the conditional probabilities of the appearance
of different classes of objects for the clusters found are deter-
mined.

A search for the clusters is made by the self-instruction
method. The scanning coefficients are calculated by the selected
natural functions x1 [t], x2 [t], .. , x6 [t] (t = 1, 2, ... ,), where

T is the total number of sections on the photographs, for each of
the sections of the TV photograph. It is further assumed that each
type of image is characterized by similar sets of numbers x , x

'xg 6 and different sets essentially correspond to different types.
The domains of the values of x, corresponding to the different types
of images, must be calculated in the criterion space on whose axes
are plotted the values of the selected expansion coefficients.
Using the appropriate metrics and assuming a minimum distance be-
tween the points of this space as the criterion, we obtain the fol-
lowing recursion algorithm for calculation of the domain centers
of all types of images:

xZ 1 -I t l (X- [t jl- X It-):

I x t " Xk It -_ 11;

xk Iti=xZ It-lI, (3.50)

if x[t] belongs to the first type, and

x4 Itl X2 t- i +T Itl (x, kt -X It- 11);
Xk I t-- II:

if x[t] belongs to the second type, etc.
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Any random sets of numbers may be used as the initial approxi- /97
mation for the domain centers. With certain limitations on the,
values of ym[t], the described algorithm makes it possible to ap-
proximately calculate the desired domains of the types of images
after a finite number of samples of all sections of the photograph.
Self-instruction in this case is completed and a working display
of each of the sections of TV photographs is carried out, in which
are determined the types of images corresponding to each of the sec-
tions.

It was assumed until now that TV photographs have no .specific
distortions whatever. There are in fact distortions which may con-
siderably affect the results of self-instruction. This is primarily
pulse interference, which occurs during transmission of the digital
data at the video signal level. The advantage of the method of
approximating the image brightness field, used to obtain the cri-
terion system, is also manifested in the fact that it makes it pos-
sible to automatically eliminate from consideration interference
of this type, because the first six natural orthogonal functions,
which are used for approximation, are "smooth".

The second more considerable distortion of the image is related
to the inhomogeneity of reproducing the field brightness of the TV
photograph. The inhomogeneity leads to the fact that the same ob-
ject being reproduced in different sections of the photograph has
a different brightness and contrast, as a result of which the self-
instruction algorithm described above will yield different results.
as a function of to which part of the photographs the sections in
the instruction sample were related. In order to avoid this,. it
is necessary to take into account the dependence of the domain cen-
ters of the types of images in the criterion space on the coordi-
nates of the photograph, i.eo,,

- _(3.51)

where 0 and X are the rectangular coordinates of the photograph.

The self-instruction algorithm is then modified in the follow-
ing manner. The form of the dependence of criteria on the coordi-
nates of the photograph is defined, for example, in the form of a
parabola

2 2

p=Oq= O

p+q 2,
(3.52)
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where the coefficients apq are different for different types of

images. The sets of coefficients of each type, which minimize the
distance of the individual sets of criteria in the criterion space
from the parabola of the corresponding class, are then found by
alternate display of the elements of the instruction sample. Mini-
mization is achieved with the aid of the recursion algorithm /98

p 1

__ q

ap t, =am I,,a

a" I I t--l (3.53)

if x[t] belongs to the first type, and

2q 'it -a', It-11;
, , 2__ t l "-= 1

if x[t] belongs to the second type, etc.

Unlike the case considered earlier, we have here a multiextre-
mum problem. To find the global extremem, we may use the method
of isolating the extremum, applying to the values of the coeffi-
cients of the parabola the limitations which follow from the specif-
ics of the considered problem, namely, all coefficients, with the
exception of the free term, are hardly distinct from zero, and the
free term is close to the corresponding value i of the self-n
instruction algorithm considered earlier.

After the types of TV images have been found and after each
section of the corresponding photographs has been related to this
or that type, we must determine which clouds are represented on
the photograph. For this, we use direct calculation of the con-
ditional probabilities of the different cloud patterns for the ob-
served type of image and selection of the maximum of them

p(/m)- P(I)p(m) (3.54)
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where I is the cloud pattern and m is the type of image.

The values of p(1) and p(m/1) depend on the geographic coordi-

nates of the photographed region, the time of year, and the time

of day. They are found by comparing the charts of the types of

images with the analysis charts, carried out visually by the mete- /99
orologist interpreters. Such comparison must be made over a pro-

longed period in order to obtain stable estimates -of a priori and

conditional probabilities for all regions of the globe. Therefore,

all the earth was divided into regions, uniform in the nature of

their image on.the TV photographs. Its own matrix of conditional

probabilities was calculated for each type of region, no matter

how large it was. With regard to the values of the a priori prob-

abilities of the appearance of cloud patterns, they were calculated

for each geographic region.

The TV photographs of the earth, obtained with the aid of the

ESSA satellites, are matched with the terrain with rather large

errors (of the order of 100 km). This creates additional difficul

ties in identification, because the cloud background may be a dif-

ferent underlying surface than follows from the data of geographic

control matching. Therefore, instead of formula (3.54) to make a

decision on the observed cloud pattern, the following expression

is used.

P pm), x df d, (3.55)

where f(¢, X) is the probability of error in geograDhic control

pg1)hing equal to by the range of latitude and A by longitude,

p(l) is the a posteriori probability of the 1-th cloud pattern, and

p(1/m),k is the probability of the 1-th cloud pattern provided

that the m-th type of image is observed at a distance ( , X) from

the considered point.

The6 results of automatic identification of clouds should be

presented to meteorologists in the form of nephanalysis charts.

For this a special program had been created for transforming the

projections of the photographs into a stereographic projection of

scale 1:15,000,000. In compiling this program it was taken into

account that the coordinates of each identifiable section of the

photograph are strictly defined, and the position of the satellite

at the moment of surveying is known (latitude B, longitude L,
azimuth A,.and the altitude of the satellite as well as the orien-

tation of the optical axis of the television camera with respect,

to the vertical of the satellite are known). The latitude and

longitude of the center of each section of the photograph on the

terrain may be found by the formulas of central projection and

transformation of coordinates.
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Conversion to rectangular coordinates (5, n) of the chart is
accomplished by the formulas:

1.8R cos B
m I-! s i n L;

1.8R cos B (356)
S I -- sin B cos L,

where R is the earth's radius, and m is the scale of the chart.

The rectangular coordinates of the geographic grid are also
calculated by the formulas for the meridians and parallels. The
geographic grid is transmitted to the alphanumeric computer device,
and the number of the cloud pattern, which was assigned to these /100
sections during identification, is printed at the points corre-
sponding to the position of the centers of the photograph section.

The experiments carried out on real TV images of the earth,
obtained with the aid of the ESSA meteorological satellites, showed
good agreement of automatic analysis with visual nephanalysis of
those same photographs, as well as with the data of ground observa-
tions of clouds. One of the examples of this type is presented in
Fig. 22. The original TV photograph of overcast, obtained on 13
February 1969 from the ESSA-6 satellite, is shown in it. The char-
acteristic features of cloud cover visible on it are a mass of
solid clouds in the right middle portion of the photograph (above
central and southeastern Europe) and extensive clearing above the
coast of western Europe and in the Baltic area (in the latter case
snow-covered sections of land are visible on the photograph). Con-
vective overcast has developed above the North Sea, variable cloudi-
ness is observed in the region of the Mediterranean Sea, and slight
clearing is visible above the Alps and in the upper parts of the
Danube. The results of calculating the type of image for all-sec-
tions of the photograph considered, transformed into a stereographic
projection (the original is in a scale of 1:15,000,000), are shown
in Fig. 22 b. The dimensions of each section on the terrain are
about 50x50 km 2 , which is in good agreement with the conditions of
surveying clouds in ordinary ground observations. Each section is
characterized by the type of image encoded on the chart by two
octal numbers (from 01 to 10). A total of eight different types
is distinguished.

It is easy to see upon comparison of Fig. 22 a and b that the
configuration of the identified massifs of the image types is in
good agreement with the configuration identified visually in Fig.
22 a. Even the cloudless sections of snow-covered land in the
upper right corner of the photograph were distinguished from the
adjacent cloud sections. A section of the photograph with an image

104



of the snow-covered peaks of the Alps was isolated into an indi-
vidual contour. It was more difficult to distinguish the large
tract of convective overcast over the North Sea, which is easily
explainable. Clouds of this type are not typical for winter; there-
fore the covariational matrix of the video signal of the ground TV
photographs is hardly suitable to describe the statistical struc-
ture of the image of convective clouds. The eigenvalues of those
natural functions which describe the variations in the level of the

video signal of these clouds in the TV photograph were too small,
which led to their not being used as interpretation features.

The result of estimating the amount of clouds are three-grada-
tions (slight, variable, and solid) by formula (3.55) for each of
the sections on the basis of data on the types of images recognized
in the sections (Fig. 22 b) is shown in Fig. 22d . The character-
istic feature of the given experiment was that, due to the small
number of photographs processed, we were unable to obtain an esti-

mate of the a priori probabilities of observation of all three gra- /101'
dations of the amount of clouds for the considered area. Instead,
the corresponding climatic values obtained from data of ground ob-
servations were used. The inadequacy of satellite and ground ob-

servations of clouds was apparently the reason, as can be seen in
Fig. 22d we were unable to isolate the cloudless snow-covered
region in the Baltic area. It was related to solid overcast, de-
spite the fact that it was traced quite clearly on the chart of image
types (Fig. 22 b).. On.the whole, the.result of automatic identifi-
cation of overcast is quite satisfactory, which may be seen by
comparing Fig. 22 d and Fig. 22 c where nephanalysis of the photo-
graphs, carried out visually by the meteorologist interpreter, is
shown, and the data of ground meteorological stations during the
observation period nearest the moment of TV surveying are applied.

Of course these two types of analysis differ in details, but
the good agreement of the overall configuration of the isolated
cloud fields in the considered cases and in other cases which we
analyzed permits us to conclude that the developed program is com-
pletely suitable for large-scale analysis of overcast from data of
TV surveying of the ground with the aid of meteorological satel-
lites. This conclusion is also supported by the data of quantita-
tive comparison of machine and visual nephanalyses, presented in
Table 10.

We note in conclusion that the procedure mentioned above of
taking into account the inhomogeneity of brightness reproduction
over the image field in realizing the program for automatic

processing of television photographs on the Minsk-22 computer was
not used because of the slow speed of this computer and because
of the limited number of photographs which may be used for self-
instruction of identification of image types.
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Fig. 22. Result of automatic processing and analysis of TV
photographs in comparison to visual nephanalysis.

a) original television image, b) visual nephanalysis of the photo-
graph and data on the total amount of clouds from ground observa-
tions during the nearest synoptic period, [continued on p. 107]
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Fig. 22 (continued)

c) machine chart of the types of television image identified in
photograph (a), d) machine nephanalysis of photograph (a) with
isolation of three gradations of overcast (00- slight, 01- variable,
02- considerable). The original scale is 1:15,000,000.
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Table 10. Results of comparing (number of cases and percent -
in parentheses) automatic and visual nephanalysis of
TV photographs of the earth, obtained with the aid
of meteorological satellites.

Overcast
according Overcast according to machine nephanalysis
to visual Total
nephanalysis Slight Variable Considerable

Slight 712 (0.50) 73 (0.29) 120 (0.11) 905
Variable 559 (0.40) 148 (0.58) 254 (0.24) 961
Considerable 135 (0.10) 34 (0.13) 697 (0.65) 866

Total 1406 (1.00) 255 (1.00) 1071 (1.00) 2732

Comparatively high uniformity of brightness reproductinh.by
the field of the photographs obtained from the ESSA satellites in
the direct transmission mode made it possible to obtain the quite
satisfactory results which are shown in Table 10. Let us look at
Figs. 23-25 in order to more directly detect the errors which occur
in this case. Four television photographs, obtained in two sequen-
tial passes of the ESSA-8 satellite above Europe, are shown in /110
Fig. 23. As can be seen by the grids of the geographic coordinates
plotted on the photographs, the sections of terrain encompassing
the photographs overlap. Charts of the image types, identified
without taking into account distortions in the brightness of the
image field in these photographs, are given in Fig. 24. It is
obvious that in the overlapping zone the types of images identified
in the different photographs sometimes differ rather considerably.
The unconsidered inhomogeneity of brightness reproduction is mani-
fested in this. However, the differences are not so great because,
as can be seen in Fig. 25, where the cloud charts constructed from
the data on the observed image types are presented, the configura-
tion of the cloud fields in the different photographs are quite
similar in the overlapping zones. In any case, the existing dis-
crepancies do not exceed those which are usually the consequence
of inaccuracies in geographic control matching of the images.

The program for automatic processing and analysis of overcast
from data of television surveying of the earth from ESSA satellites.
carried out, as already mentioned, on the Minsk-22 computer is the
first operational program of this type. Experiments carried out
with it on processing and analysis of actual photographs indicated
the essential solvability of the posed problem of automation of
processing and objective analysis of overcast from data of television
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surveying of the earth from satellites. However, the enormous vol-
ume of primary data describing the television image (~1.510' bits
per photograph) and the complexity of the algorithm itself makes it
impossible to use this program in operational practice, since the
time required for processing a single television frame comprises
30 minutes of machine time.

3. Automatic Processing and Analysis in Real Time of Infrared
Photographs of the Earth Obtained from the Meteor Satellites

The experience accumulated in experiments with the above-
described program for processing the ESSA television photographs
is taken into account in creating a program for machine analysis
of infrared images of the earth obtained with the aid of satellites.
of the Meteor system. The purpose of the investigation was, first,
to determine the applicability of the developed method to low-
resolution images obtained in a different (infrared rather than
the visible) spectral range, and, second, taking into account the
considerably smaller amount of primary infrared data, to achieve
processing in real (or near-real) time.

Creation of a program for automatic processing and analysis
of infrared photographs obtained from the Meteor satellites was
facilitated by the fact that there were two finished programs for
input of this data into the Minsk-22 computer and for its geo- /111
graphic control matching. These programs were created by V. I.
Solov'yev in the Department of Analysis of Satellite Data of the
Hydrometeorological Center of the USSR [38].

The differences in the program developed here from that for
the ESSA satellites are determined primarily by a different geo-
metric structure for obtaining the infrared images. Instead of
frame-by-frame surveying, single-element surveying is used with
mechanical scanning of terrain along the flight path of a
satellite in a strip approximately 1000 km wide. For automatic
processing 68 measurements of the intensity of infrared emission
in each scanning line were used. The intensity of infrared radia-
tion has a latitudinal course, unrelated to the structure of over-
cast and at the same time complicating calculation of the features
for cloud identification. Sliding averaging of the measured in-
tensities on a scale comparable to the dimensions of large-scale
cloud formations, i.e., of the order of 103 km, was carried out
along the flight path of the satellite to eliminate it. The
means obtained after some nonlinear filtration, which smooths out
the extrema of the mean curve, were eliminated from each specif-
ic measurement. The measurements thus normalized also comprise
the primary description of the infrared image, serving as the ob-
ject of analysis. Besides the measurements themselves, data on
the surveying time of each line of the orbital infrared photographs
were stored in the computer memory.
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A two-stage procedure, like that in the ESSA program described
above, was employed for cloud identification. The orbital strip
of infrared surveying was first divided into local sections of 8x8
scanning elements each (8 sections within the limits of the survey-
ing strip) and the type of infrared image characterizing its pat-
tern was determined for each section. To speed up processing time
and to provide invariance to shifts and rotations of the image,.
instead of scanning coefficients of the eigenvectors of the covari-
ational matrix of the infrared signal, single- and two-point moments
of first and second order, which characterize the mean level of the
normalized value of radiation, the range of values for individual
scanning elements within the limits of the section,'and also the
predominant dimensions and spatial anisotropy of the inhomogeneities
of the radiation field were used as the primary features. The spe-
cific type of these characteristics varied in different experiments
while no satisfactory variant was found.

We note that in calculating the criteria it was essential to
first eliminate pulse interference from the image, which is common
for the digital transmission system employed in the IR system. A
special algorithm for adapted filtration of the image was developed
for this. This algorithm uses linear prediction of the signal level
at the point of the image and coordinates (x0, y 0 ) to detect the

interference.by interpolation of measurable values of the IR signal/ll2
in its neighborhood:

B(xo, o)' Q B (xo,, x, y0 F-y)dxd8y-B(xo, YO);f B,' d(3.57)

AB (x(,, y,,):- = (xo, Yo)--B (x,, y,). (3.58)

If the considered point is not affected by interference, the
prediction error may be assumed to be distributed normally with a
zero average and dispersion (ac[t]) 2 , possibly dependent on time,

because the overcasts observed from the satellite at different mo-
ments of time, for example above the equator and above the pole,
have a different spatial structure. If there was interference,
the error distribution in prediction is uniform within the range
of the IR signal amplitude (b - a). Denoting the a priori proba-
bilities of these events by p c [t] and p [t], to obtain a solution
on the presence or absence of interference, let us use the discrim-
inant function

D(xo, yo)=-lnr P.C'A (x, yo)} (3.59)P{p/fS(Xo, yo) "

Let us rewrite z-jt] = AB(xo, yO) and write
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D(z[tJ)-- ( (zOI) 2/(O [t1) 2-In Pc It] (b-a)
p [t] V 2 c It]

.(z [l)2 -2( It)2 In pcIt]) tj((b-)a)

Since the prediction error in the presence of noise is much larger
on the average than in its absence, the a priori probability of

interference is
Pc I11 (b -a)

then, by using the expansion of the logarithm of value (3.61) in
a series and limiting ourselves to the first term of the series,
we obtain

D (J I) (z Itl-.-. 4 (oc Itl) 1 1-2 r cIfl
4(I, (t--a2

..(z [t -n l . (3.62)

Thus, to detect the noise it is sufficient to compare the

square of the error in linear prediction of the IR signal at the

point of the image and coordinates (x0, y0 ) with some threshold,

generally dependent on time. In the first approximation this de-

pendence may be disregarded, having determined the threshold value

for a number of values z[t] (t = 0, 1, 2, ... , T), for each of which
it is known whether it corresponds to the presence or absence of

noise. For this it is sufficient to find the estimates of the a

priori probabilities of the presence and absence of noise by some

"instruction" sample, as well as of the spread of the prediction

error in the absence of noise. This solution of the problem is /113

unnecessary, because the optimum threshold value, taking into ac-

count its time dependence, is very simply determined in° the mode

of normal operation of the program, i.e., without formulation of

an "instruction" sample. For this, it is necessary to use a "self-

instruction" algorithm of the following type. If it turns out in

routine testing by exact formula (3.60) or by approximate formula

(3.62) that there is no noise, "instruction" is carried out for

adaptation to possible variations in the statistics of the real IR

signal

P,~c 1i==P tl +A (1 -Pc Ilt I l;
ppit+ 1=1 -P p It+ 11;

(o Itf+ 1j) 2 -( It )2fL,+A ((z It+ 11)_L(2, I tJ)2). (3.63)

Moreover, the mean error in linear prediction of the IR signal is

determined
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z It+ 1--=z I l- zlt + 11--z tI). (3.64)

In the reverse situation, i.e., when noise is detected, a sig-
n le qual to

z lt+ ll*=B j 1+sign (zlItfll)-] z j(3.65)

is transmitted to the corresponding image point which prevents
smoothing of the image, which is inevitable in linear filtration
of noise. Moreover, "instruction" is carried out for adaptation
to the possible altered noise statistics:

• m It-t-1 .-Pp tI. A11 Il- 1,Jl);

Pci t+l-- 1 - p,lt+ll. (3.66)

Very rough estimates of approximation of several realizations
of an IR signal with and without noise may be used as initial ap-
proximations for the values figuring in the discriminant function.
The constantA in the formulas presented above for adaptation is
positive and less than unity. Its value determines the effective
"memory" of the adaptation system. The "memory" is of the expo-
nential type. In order to prove this, let us assume that the esti-
mate of the random value E[t+l] of interest to .us is found by means
of:

t+1

1+1 w$ lI

t+ ,

.=o W (3.67)

where v,-=wt1 w, are the normalized "weights" of the preceding obser-

vations of the random value. Rewriting (3.67) in recursion form /114
we obtain

+ 1 1

. 11=115



S(3.68)

Thus, the adaptation constant is determined by the ratio of the

"weight" of the last observation of random value to the "weights"
of all past observations.

We note that the proposed algorithm works well when the basic

assumption, assumed in derivation of the discriminant function

(low noise probability), is fulfilled. Otherwise breaks in

tracking the statistical characteristics of the signal are pos-

sible which are included in the fact that estimates of the statis-

tical characteristics of noise are used as estimates of these sta-

tistical characteristics of the IR signal. This situation was ob-

served in processing real-time IR photographs in those cases when

the entire section of the IR image was completely obliterated by

noise or when the synchronization of the lines of the IR photograph

was considerably disrupted. As soon as the quality of the IR image

improved, the normal working mode of the algorithm was restored 
due

to adaptation.

After noise and slide omissions of the IR signal are elimi-

nated, the described program for processing Meteor photographspro-

vided for calculation of the primary features mentioned above, i.e.,

single- and two-point moments of first and second order. The clus-

ters of points (types of IR image) were then found in the criterion

space with the aid of the self-instruction program, described in

the preceding section.

Subsequent investigation on calculation of the a priori and

conditional probabilities was similar to that in identification of

ESSA TV photographs. However, taking into account the global na-

ture of IR surveying from the Meteor satellites, when estimating

the a priori probabilities, we cannot limit ourselves to data from /115

climatic handbooks--the climatology of cloudiness is too poor.

It is unrealistic to obtain estimates of the a priori probabilities

of different types of overcast for all regions of the earth from

data of the instruction sample of images. This requires an instruc-

tion sample consisting of many thousands of images. Hundreds of

such images are required for correct estimation of the repeatabil-

ity of five or six cloud patterns for an individual region. The

number of such regions must be so great in order to detect all the

characteristics of the-very mottled pattern of the earth's cloud
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cover (taking into account the capacity of the Minsk-22 machine
memory, regionalization by sections 2x20 of the geographic grid of
coordinates was used in the program). On the other hand, it was a
desirable adaptation of the program to seasonal variations in the
characteristics of overcast, which requires continuous recalcula-
tion of the conditional probabilities. Obviously, the meteorolo-
gist interpreter may not continuously "instruct" the machine. The
latter must do this itself, for which a self-instruction algorithm
must be introduced into it during normal operation.

The posed problem has been solved theoretically [114]. It re-
duces to performing the following operations in specific applica-
tions for cloud identification.

The earth is regionalized on the basis of climatological data.
Each region includes in itself the areas identical in the nature of
emission of visible or thermal radiation, for example a water sur-
face with a temperature above zero or land with growing vegetation.
Regionalization depends on the time year, for which a chart of the
regions is compiled for each month. The listtypes of regions is
identical for the entire year, i.e., each specific area is related
to one or several alternately fixed types of regions throughout
the year.

The matrices of the conditional probabilities are computed
once and for all by a comparatively small instruction sample. With
regard to the a priori probabilities, they are calculated for each
moment of normal (operative) operation on cloud identification in
the following manner. The values p(m), i.e., the recurrence of
types of IR images, are calculated for each 2x2 0 of geographic re-
gion by the set of all IR photographs contained in it. In identi-
fication of a routine IR photograph of this geographic region, to
find the a priori probabilities of the types of overcast, the fol-
lowing system of normal equations is solved.

p (m) g p (1) p (mol1),

(m=1, 2, .... M); 1=1, 2, .... L; M L) (3.69)

with respect to the unknowns p(1).

The conditional probabilities p(m/1) are taken as those which

correspond to the corresponding type of geographic regionalization.
This type may change over the course of a year with the considered
geographic area, it is clear that for each of the values of p(m) /116
should be replaced by storage with omissiOn of very old observations,
for which it is sufficient to correct the estimates of p(m) by the
formulai~
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Fig. 26. Result of machine processing and analysis of orbital

infrared photographs with identification of five types
of overcast.

1- light low clouds or clear, 2- light, certainly with little or
high clouds or with clouds of vertical development, 3- considerable
or solid of only low clouds, 4- considerable, similar to the over-
cast of (2), 5- solid, of the same patterns.
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p (m,),=p (mI,),-,+A [ -p (m,), ];

p(ml)=p(mA)- -R- _ P-p(mA),-

(j=1, 2, ... M; i j), (3.70)

if Emi-th type of image is detected at the t-th moment of time for

the area under consideration in the photograph.

The constant A determines the effective "memory" of the data
storage system on the recurrence of different types of IR images.
This value should be brought into agreement with the dynamics of
replacing the diagrams of regionalization of the earth. Moreover,
we note that in selecting the constant A such that the effective
"memory" is equal, for example, to a month, we obtain the possibil-
ity of automatically issuing the mean monthly charts of overcast.
They will be charts of calculated values of p(1).

The described program permits identification of the following
six different types of overcast..with gradations by the number and
height of the upper boundary of the clouds: 1) clear or slight
overcast of low clouds, 2) slight overcast of upper or middle clouds,
vertical development or multilayered, 3) considerable or solid over-
cast of lower clouds, 4) considerable overcast of the type as in
(2), 5) solid overcast of the same type, and 6) snow, ice, or clouds
in Arctic and high-altitude regions'. As a result of identification,
that type of clouds is used to which corresponds the maximum a
posteriori probability. It is calculated for each .section of the
IR photograph. The result is presented in the form of a chart in
Mercator projection on a scale of 1:30,000,000. The processing
time on the Minsk-22 computer for a full revolution of IR survey-
ing comprises a little less than two hours with the time of about
one and one-half-hours that this information is received onboard
the satellite. An example of processing is presented in Fig. 26.
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Appendix

STATISTICAL CHARACTERISTICS OF THE SPACE-TIME
VARIABILITY OF OVERCAST

We required the quantitative characteristics of the space- /118

time variability of overcast to evaluate the information content

of satellite nephanalysis in Chapter 2.

The basis for evaluating them were the hourly observations of

the network of ground meteorological stations, located in Moscow

and within a radius of 200 km from it, a total of about 40.. The

total amount of clouds according to observations at an individual

station (Moscow) and the totals obtained on the observations of all

stations located within squares of 100x100, 200x200, and 400x 4 00 km 2

were considered as the parameter characterizing the state of the

cloud cover. The squares were located concentrically around Moscow.

More than 250,000 observations for the cold season (November-March)

and approximately the same number of observations for the warm

season (April-October) (1961-1966) was used.

The series of hourly observations obtained were used to calcu-

late the temporal correlation functions and spectra of the total

amount of clouds described in the literature [69]. The literature

also contains the results of calculations of two-dimensional spatial

correlation functions and spectra of the total amount of clouds

from the data of observations of 324 meteorological stations ob-

tained, uniformly scattered around the European USSR, for January,

April, July, and October of 1961-1965.

Correlational-spectral analysis [69] made it possible to de-

termine the main qualitative characteristics of the space-time

variability of overcast in the considered area, consisting in the

presence of the clearly defined hourly course of overcast duritg

the warm season with the practical absence of this during the cold

season. A four-day period of variations of the state of cloud cover

(the natural synoptic period) was determined, especially during the

cold season. This period is more clearly manifested the greater

the spatial scale of averaging the data on overcast.

The basic characteristics of the spatial structure of overcast

determined are its quasi-homogeneity and isotropism at a distance

up to approximately 500 km. The data presented in [69] may also

be used for certain quantitative calculations related to optimiza-

tion of satellite systems for tracking cloud cover. However, the

obvious abnormality of the distribution function for the total

amount of clouds requires a type of calculating the more complicated

characteristics of the space-time variability of overcast for cor-

rectness than the correlation functions and spectra. The required
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Table I. Appearance (.) of different gradations of 'total amount of clouds
(in points) with observations at a single station (Moscow) provided that a
specific amount of clouds (first column - simultaneous observations, second
column- with an interval of one hour, third column - with an interval of two
hours) was observed in the neighborhod of this station (a square of 100xl00
km 2 - first line, 200x200 km 2 - second line, 400x400 km 2 - third line). This
was the warm season. (April-September). The seasons were for 1964 and 1965.
The total number of cases was 7344 for each range of asynchronism and for
each square.

Amount Amount of clouds by squares
of clouds
of clouds_ I Unconditional
in Moscow 10 9-7 6-4 3a- o0

pecurrence

10 76.2 71,8 64.3 19.3 22.5 22,2 1.8 2,2 3.1 1 7 2.1 2.8 I 0 1.5 1.6 17.0
49.6 48,9 40.0 22.5 23.1 33,7 10.8 11,4 12,0 12.1 10,8 9.7 5.0 5.8 4,6 10.6
51.7 49.6 48.4 21.1 16.4 21.2 11.4 15,3 13f6 10,3 11.2 10.4 5 6 7.5 6.4 4.9

9-7 14.6 16.3 17.8 66.4 62,8 56.4 14.7 15.3 16,5 2,9 4.0 7.1 14 1.6 2.2 33.0
23.4 22.8 22,5 49.5 48,9 44.7 13.8 14,2 16.8 7.,5 8.4 9,7 5.8 5.7 6.3 35.9
25.4 25.3 24.8 46,9 46.7 44.4 13,5 13.5 14,5 8.1 8.6 10.6 6.1 5.9 5.7 38.9

6-4 4.0 4,2 5.6 29,0 29.0 32.2 41,2 38,1 31.4 20.7 22.8 22.3 5.1 5.8 8.5 19.7
12.5 12.1 13.6 31,8 31.6 32.9 28.1 26,1 23.0 18.5 19.6 19.3 9.0 10.7 11.2 21.7
7,8 14.4 14,4 30.8 31,0 32,4 24.7 23.0 22.3 20.6 19,6 18.5 11,0 11.9 12.3 27.8

3-1 2.5 2.9 3.3 6.0 9.1 12,9 15,3 15.9 17,6 48.0 41.1 33.1 28 1 31.1 33,1 19.2
9.2 10,2 9,2 18,7 19.0 21.7 14.9 14.8 18.3 28.6 28.6 25 7 28 5 27.3 25.1 22.7
9,4 9,4 9.6 18.8 20,9 20.0 15,8 15.7 17.0 24.8 24.2 22 5 31.1 29.8 31,2 23.4

0 3.3 3.6 3.6 4.8 6.3 8,3 4.3 6.5 9.2 9.1 14.4 180 78.5 69.2 60.9 11.1
8..0 7,4 6.0 14,1 14.4 13.1 10.2 10,5 9,5 11.7 16.8 18.9 55.9 50.9 52.5 9.1

11.3 11.3 11.5 14.5 13.8 13.4 6.7 6.6 5,8 11.6 13.2 17.3 54.8 55.1 52,1 5.0

Unconditional
recurrence .19.0 32.8 16.7 15.7 15.8 100.0
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Table II. Recurrence (%) of different gradations of the total amount of
clouds. (in points) with observation at a single station (Moscow) provided
that a specific amount of clouds (the first column - simultaneous observa-
tions, second column - with an interval of one hour, third column - with
an interval of two hours) is observed in the neighborhood of this point

(square of 100x100 km 2 - first line, 200x200 km 2 - second line, 400x400 km 2 
-

third line). This is the cold season (October-March). The seasons were for
1964-65 and 1966-66. The total number of cases was 7248 for each interval
of asynchronism and for each square.

Amount Amount of clouds by squaresof clouds
in Moscow 10 9-7 6-4 3-1 0 Unconditional

recurrence

10 94,0 92,4 91,0 5,3 6.0 6,8 0,5 0,6 1,2 0,1 0,5 0.5 0,1 0,5 0,5 59,1
93,3 92,5 91,0 5,7 5,8 6,6 0,5 0,7 0,9 0,4 0,5 0,6 0,1 0,5 1,0 52,7
92,4 92,5 91,3 6,4 5,9 6,2 0,6 0,4 0,8 0,5 0,4 0,7 0,1 0,8 1,0 47,2

9-7 28,1 34,8 38,6 59,8 47,9 42,0 9,1 9,4 8,6 1,7 3,8 5,2 1,3 4,1 5,6 18,7
42,7 44,4 45,9 44,2 42,1 39,2 8,0 7,2 6,6 2,8 3,3 3,7 2,3 3,0 4,6 24,5
53,0 53,1 53,1 34,3 33,8 32,8 6.1 '6,2 6,3 3,0 3,1 3,6 3,6 3,8 4,2 30,5

6-4 16,2 20,4 22,6 28,2 29,2 30,2 25,6 20.8 18,0 14,0 12,8 10,4 16,0 16,8 18,8 7,6
16,5 20,5 22,7 27,0 29,0 29,0 23.7 18,8 17,7 15,7 13,8 11,0 17,1 17,9 19,6 8,9
19,5 20,6 23,1 27,3 28,6 27,5 21,3 18,0 17,3 15,2 14,5 10,8 18,0 18,3 21,3 10,4

3--1 3,0 5,3 6,0 3,0 10,3 12,4 17,2 14,1 14,0 35,0 27,5 22,9 41,8 42,8 44,7 7,3
5,0 6,0 6,3 5,3 9,2 10,2 11,5 10,9 11,5 25,6 21,3 19,1 52,6 52,6 52,9 8,6
7,0 7,2 8,1 6,5 8,0 10,4 10,6 9,1 7,9 18,5 16,5 12,5 87,4 59,2 61,1 9,6

0 0,1 0,6 1,0 0,2 0,9 1,6 0,5 2,5 4,9 5,4 7,1 8,1 93,6 88,9 83,4 7,3
0,2 0,6 1,7 0,6 0,6 1, 1,0 2,8 2,5 -6,0 7,0 7,2 92,2 88,0 87,5 5,3
0,3 1,3 1,7 0,6 1,3 2,4 1,0 3,6 1,4 6,1 6,6 4,2 92,0 87,2 90,3 2,3

Unconditional 62,0 16,7 5,0 4,6 11,7 100,0recurrence



characteristics are primarily matrices of the transition probabil-

ities of cloud cover from one fixed state to another for different

scales of spatial averaging of the data andidifferent temporal
shifts. From transition probabilities, based on hourly observa-
tions in the Moscow area during the 1964-1966 seasons are presented
in the Appendix (Tables I and II). The data of these.tables were
also~:used for evaluating the information content of satellite neph-
analysis. They include the following conclusions.

,The non-Gaussian property of the distribution function of the
total amount of clouds is more strongly expressed during the cold
season than during the warm. It is less appreciable the greater
the spatial averaging of observations of overcast, so that it may
apparently be disregarded for very large scales (of the order of
10 x103 km2). The interrelationship between simultareous observa-
tions of clouds at an individual station and in its surrounding
area is weaker the larger the territory considered. However, asyn-
chronous relationships as the value of the shift in the time of ob-
servations at an individual station increases with respect to the-
areal observations become closer as the area.increases, i.e., the
large-scale characteristics of the structure of cloud cover are
longer in duration. In all cases extremum states ofcloud cover
(overcast and clear) are more stable in space and time than inter-
mediate states.
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